[image: image1.jpg][air]

NCAAA

poil i Lglall
el )l _si2lly



[image: image2.jpg][air]

NCAAA

poil i Lglall
el )l _si2lly




[image: image1.jpg]


Kingdom of Saudi Arabia

The National Commission for Academic Accreditation & Assessment

Course Specification

Distributed  System & Parallel Processing  
  (CSI -421)
Issa Alsmadi
2013/2014
Course Specifications
	Institution:
Majmaah University
                            Date of Report:  2013/2014 
                                                            

	College/Department: College of Science at Az Zulfi,
                              Department of Computer Science and Information


A. Course Identification and General Information

	1.  Course title and code: Distributed  System & Parallel Processing    -   CSI 421


	2.  Credit hours: 3  credit hours (2 Lecture + 2 Laboratory).

	3.  Program(s) in which the course is offered. 

(If general elective available in many programs indicate this rather than list programs)

Computer Science and Information Program (B.Sc.)

	4.  Name of faculty member responsible for the course: Issa Alsmadi



	5.  Level/year at which this course is offered     8th Level

	6.  Pre-requisites for this course (if any)   Design & Analysis of  Algorithms  CSI 321



	7.  Co-requisites for this course (if any)

	8.  Location if not on main campus :   Zulfi College of Science Al-Zulfi

	9.  Mode of Instruction (mark all that apply)


     a. Traditional classroom                                              What percentage?  


     b. Blended (traditional and online)                             What percentage?


     c.  e-learning                                                               What percentage?


     d. Correspondence                                                      What percentage?


     f.   Other                                                                      What percentage?

Comments:




B  Objectives  

	1. What is the main purpose for this course?
   The objective of this course is to introduce students to the fundamentals and techniques of distributed computing and provide them with the basic skills of how to write distributed programs. This course also introduces an introduction to parallel processing, models of parallel machines, parallel programming paradigms and models, performance analysis of parallel systems, and parallel programming languages and frameworks Students are expected to develop distributed applications using latest technologies.

	2. Briefly describe any plans for developing and improving the course that are being implemented.  (e.g. increased use of IT or web based reference material,  changes in content as a result of new research in the field)

1. Using group discussion through the internet with course attending students.
2. Updating the materials of the course to cover the new topics of the field.




C.  Course Description (Note:  General description in the form to be used for the Bulletin or handbook should be attached)
	1. Topics to be Covered 



	List of Topics
	No of
Weeks
	Contact hours

	1. Introduction The concept of parallel computers and programming, Extension of a single processor system into a shared memory multiprocessor, 
The message-passing multiprocessor (multicomputer), Static interconnection networks suitable for message-passing multicomputer.
	2
	8

	2. Message Passing Computing -MPI and PVM: Process creation and basic message-passing techniques , Software tools for harnessing a network of workstations, 
Modeling communication , Communication latency and latency hiding,Time complexity of parallel algorithms.
	3
	12

	3. Performance Measures - Analysis of Parallel Programs:

	1
	4

	4. Embarrassingly Parallel Computations-Simple Data Partitioning: an (ideal) embarrassingly parallel computation       'Embarrassingly parallel problems and analyses ,
Partitioning a two-dimensional data set, 
Work pool approach to achieve load balancing , 
Counter termination algorithm.
	2
	8

	5. Divide-and-Conquer - Pipelined Computations Partitioning and divide-and-conquer concepts as the basis for parallel computing techniques. Tree constructions. 
	1
	4

	6. Scheduling and Load Balancing - Synchronous Computations :The concept of a barrier and its implementations (global barriers and local barriers), Data parallel computations, 
The concept of synchronous iteration, Examples of using global and local barriers.
	2
	8

	7. Shared Memory Programming - Sorting Algorithms : Rank sort ,
Bubble sort, Odd-even transposition sort,
Shear sort,
Merge sort, Quicksort, including on a hypercube, Odd-even merge sort, Bitonic merge sort.
	2
	8

	8. Numerical Algorithms - Image Processing : Different parallel implementations of matrix multiplication (direct, recursive, mesh), Solving a system of linear equations using Gaussian elimination, Basic low level preprocessing operations (thresholding, contrast stretching, histograms, smoothing, sharpening, noise reduction.
	2
	8


	2.  Course components (total contact hours and credits per semester): 



	
	Lecture
	Tutorial
	Laboratory
	Practical
	Other:
	Total

	Contact

Hours
	30
	30
	-
	-
	-
	60

	Credit
	30
	15
	-
	-
	-
	45


	3. Additional private study/learning hours expected for students per week. 

The private self-study of my student is crucial for this course. It includes:
· reading carefully the topics in the textbook or reference book,
· browsing the websites that concerned with the course, 
· solving the exercises that are assigned in each chapter,
· discussing the course topics with the instructor in his office hours, 
· watching the video lectures of other instructors who presented related topics worldwide.

The total workload of the student in this course is then: 60 + 5 * 15 = 135 work hours.



	4. Course Learning Outcomes in NQF Domains of Learning and Alignment with Assessment Methods and Teaching Strategy: By the end of this course, students will be able to:


	
	NQF Learning Domains

 And Course Learning Outcomes
	Course Teaching

Strategies
	Course Assessment

Methods

	1.0
	Knowledge



	1.1
	Understand the fundamental aspects of parallel and distributed processing
	Lectures

Lab demonstrations

Case studies

Individual presentations
	Written Exam

Homework assignments 

Lab assignments

Class Activities

Quizzes

	1.2
	Be familiar with taxonomies of parallel systems
	
	

	1.3
	Be familiar with performance measures for parallel systems
	
	

	1.4

	Understand the theoretical limitations of parallel computing such as intractability
	
	

	2.0
	Cognitive Skills



	2.1
	To explain the beneficial and challenging aspects of parallelism
	Lectures

Lab demonstrations

Case studies

Individual presentations

Brainstorming


	Written Exam

Homework assignments 

Lab assignments

Class Activities
Quizzes



	2.2
	Write efficient parallel application programs
	
	

	2.3
	Apply the common sort algorithms  techniques on data structures types  using the mpi.
	
	

	3.0
	Interpersonal Skills & Responsibility

	3.1
	Work in a group and learn time management.
	Small group discussion

Whole group discussion 

Brainstorming

Presentation

 
	Written Exam

Homework assignments 

Lab assignments

Class Activities
Quizzes



	3.2
	Learn how to search for information through library and internet.
	
	

	3.3
	Present a short report in a written form and orally using appropriate scientific language.
	
	

	4.0
	Communication, Information Technology, Numerical



	4.1
	Communicate with teacher, ask questions, solve problems, and use computers.
	Small group discussion

Whole group discussion 

Brainstorming

Presentation
	Written Exam

Homework assignments 

Lab assignments

Class Activities
Quizzes



	4.2
	Use Information technology and computer skills to gather information about a selected topic. 
	
	

	4.3
	Operate questions during the lecture, work in groups, and communicate with each other and with me electronically, and periodically visit the sites I recommended.
	
	

	5.0
	Psychomotor



	5.1
	
	
	

	5.2
	
	
	


	5. Schedule of Assessment Tasks for Students During the Semester

	
	Assessment task (e.g. essay, test, group project, examination, speech, oral presentation, etc.)
	Week Due
	Proportion of Total Assessment

	1


	First written mid-term exam
	6
	15%

	2


	Second written mid-term exam
	12
	15%

	3


	Presentation, class activities,  and group discussion 
	Every week
	10%

	4


	Homework assignments
	After Every chapter
	10%

	5


	Practical exam
	15
	10%

	6


	Final written exam
	16
	40%

	
	total
	
	100%


D. Student Academic Counseling and Support

	1. Arrangements for availability of faculty and teaching staff for individual student consultations and academic advice. (include amount of time teaching staff are expected to be available each week)

Office hours: Sun: 8-10, Mon. 8-10, Tus. 1-3.
Office call: Mon. 12-1 and Tus 12-1

Email: i.alsmadi@mu.edu.sa



E. Learning Resources

	1. List Required Textbooks
Parallel Programming: Techniques and Applications Using Networked Workstations and Parallel Computers    by Barry Wilkinson  , Michael Allen  (2nd Edition)  ISBN-10: 0131405632

	2. List Essential References Materials (Journals, Reports, etc.)
Distributed Systems: Principles and Paradigms (2nd Edition)  by Andrew S. Tanenbaum, Maarten Van Steen  ISBN-13: 978-0132392273

	3. List Recommended Textbooks and Reference Material (Journals, Reports, etc)
None

	4. List Electronic Materials (eg. Web Sites, Social Media, Blackboard, etc.)
Determines as the course is going on.


	5. Other learning material such as computer-based programs/CD, professional standards or regulations and software.
Video and presentation are available with me



F. Facilities Required

	Indicate requirements for the course including size of classrooms and laboratories (i.e. number of seats in classrooms and laboratories, extent of computer access etc.)

	1.  Accommodation (Classrooms, laboratories, demonstration rooms/labs, etc.)

Classrooms for lectures which are featured to traditional education, e-learning, and equipped with a computer, display device, data show screen, ordinary blackboard, smart board, integrated sound system, proper lighting system, and proper conditioning system.




	2. Computing resources (AV, data show, Smart Board, software, etc.)
Smart Board 


	3. Other resources (specify, e.g. if specific laboratory equipment is required, list requirements or attach list) 

None



G   Course Evaluation and Improvement Processes

	1 Strategies for Obtaining Student Feedback on Effectiveness of Teaching

· Analysis of students’ results. 

· Observation during work. 

· Students’ evaluations. 

· Colleagues’ evaluations. 

· Evaluation questionnaire filled by the students. 

· Interview a sample of students enrolled in the course to take their opinions.



	2  Other Strategies for Evaluation of Teaching by the Program/Department Instructor
· Self-assessment. 

·  External evaluation. 

·  Periodic review of course (the Commission of study plans).



	3  Processes for Improvement of Teaching
· Taking into account the recommendations yielded from the internal review of the course. 

·  Guidelines about course teaching provided by the by study plans commission. 

·  Department Guidelines about faculty member performance on the basis of direct observation. 

· Training and development. 

· Workshops to improve the educational process.


	5 Describe the planning arrangements for periodically reviewing course effectiveness and planning for improvement.

· Comparison of the course to its counterparts offered in similar departments. 

·  Periodic revision of course description by faculty member. 

·  Periodic revision of course description by the study plans and schedules Commission. 

· Update learning resources related to the course to ensure that the course is kept up with developments in the field. 

· Make use of statistical results of course evaluation made by students to improve and develop the course.

· Giving the opportunity for students to express their opinions about what is taught and receive suggestions and study their effectiveness.




Faculty or Teaching Staff: Assoc. Prof. Hassan Aly
Signature: _______________________________     Date Report Completed: 2013/2914
Received by: _____________________________     Dean/Department Head 

Signature: _______________________________     Date:  _______________
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