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Abstract
High  number of users, connected devices  and services on the Internet producing high traffic and load 
on the web servers causes a degradation of the quality of Internet services. A possible solution to this 
problem is to use a cluster of web servers. The cluster requires a load balancer to provide scalability 
and high performance of the services offered. The main load balancer is the only entry point to the 
server cluster in this architecture. In this paper, the researchers propose a two-tier load balancer 
rather than a single one to achieve more scalability and reduce the load on the main load balancer. 
The study also compared three features, Response Time Average, the load balancer CPU Utilization, 
and Servers’ CPU Utilization. The comparison uses three algorithms (Round Robin, Number of 
Connections, and Least Load) through two experiments. The results concluded that the Multi-Tier 
Load Balancing method offered better CPU utilization than a Single-Tier Load Balancing method 
for Round Robin and Server Load algorithms. However, the Single-Tier Load Balancing method 
provided better response time for all three algorithms. Moreover, the Round Robin and Server Load 
algorithms using a Multi-Tier method balanced the CPU utilization for all servers. This result shows 
the Multi-Tier method handles huge traffic and large number of servers with better CPU utilization.
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1. Introduction
The internet is experiencing rapid growth 
in its users due to the use of internet ser-
vices in most aspects of people’s lives. 
According to the United Nations, more 
than three billion people use the internet 
every day [1]. Social networking, multime-
dia streaming, and file exchange cause in-
creased network traffic. Data centers with 
higher efficiency and many servers are re-
quired to provide services to the vast num-
ber of internet users. Some organizations 
try to improve their data center capabili-

ties by utilizing third-party IT resources, 
such as colocation data centers and public 
cloud[2]. However, most workloads are still 
in data centers that are enterprise-owned 
on-premises facilities [2]. An Uptime Insti-
tute survey showed that the majority (58% 
today and 54% projected in two years) re-
ported that most of their workloads run in 
organizations’ data centers, that is, enter-
prise-owned and on-premises facilities [2], 
as shown in Fig 1.
Traditionally, a machine with a single serv-
er handles incoming requests but fails if de-
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Fig. 1.  Comparison of the Distribution of Workload 
Based on Data Centers type in 2020 and 2022 [2]

Fig. 3.  
Causes of Publicly Reported Outages in 2020 [4]

Fig. 2.  Types of Outages in Data Centers [4]

mand on several web servers increases [3]. 
Uptime surveys indicated that about 60% 
of the respondents noticed some outages in 
their IT services for several reasons in the 
past three years, as explained in Fig 2 [4].
Analyzing public outages for 2020 shows 

Has your organization had any IT service 
outages over the past three years?

that software/IT and Network account-
ed for almost three out of four outages as 
shown in Fig. 3 [4].
One way to deal with this issue is to re-

place the server with a faster one or in-
crease hardware capacities. However, this 
solution could lead to a scaling problem[5]. 
Distributing the requests among a cluster 
of web servers could be a solution to deal 
with such a situation. Many web servers re-
quire to be load balanced so that no server 
is overloaded or underloaded. The requests 
then will have a better response time and 
less processing time. A load-balancing ar-
chitecture allows requests to be distribut-
ed among clustered web servers[5]. In this 
paper, the researchers proposed a two-tier 
load One way to deal with this issue is to 
replace the server with a faster one or in-
crease hardware capacities. However, this 
solution could lead to a scaling problem[5]. 
Distributing the requests among a cluster 
of web servers could be a solution to deal 
with such a situation. Many web serv-
ers require to be load balanced so that no 
server is overloaded or underloaded. The 
requests then will have a better response 
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 Fig. 4.  Architecture of a Web Server Cluster

time and less processing time. A load-bal-
ancing architecture allows requests to be 
distributed among clustered web servers[5]. 
In this paper, the researchers proposed a 
two-tier load balancer, which can be used 
when dealing with a vast amount of traffic. 
The main contribution of this research is the 
critical analysis for implementing a two-
tier load balancing architecture through 
comparing three features, Response Time 
Average, the load balancer CPU Utiliza-
tion, and Servers’ CPU Utilization.  The 
comparison uses three algorithms (Round 
Robin, Number of Connections, and Least 
Load) through two experiments to evaluate 
the performance using various algorithms. 
The rest of this paper is organized as fol-
lows. Section 2 offers background infor-
mation about the Architecture of the Web 
Server Cluster. Section 3 describes Load 
Balancing architectures and algorithms. 
Section 4 reviews current works related to 
the implementation of tow-tier load bal-
ancing architecture. Section 5 explains the 
research problem followed by Section 6 
and 7 which describes the proposed solu-
tion and the simulation methodology. In 
Section 8, the results are discussed. Then, 
section 9 provides the conclusion of our 
study.

2. The Architecture of the Web Server 
Cluster 
A single web server is not sufficient to sup-
port a high-traffic web application. Thus, us-
ing clustered web servers increases the reli-
ability and availability of the web server [6].
A cluster-based web system is composed 
of N server machines, as shown in Fig. 4, 

which are connected through a high-speed 
network to carry out user requests.

Each server machine acts as a node with 
its own computing resources [7]. Four basic 
features need to be addressed: [8]

• Load balancing: Since a server cluster 
contains several nodes, its computing 
task depends on the composition of 
each node. The system performance 
optimization can be achieved only 
when every node sustains balancing.

• Single System Image: The server clus-
ter must make all nodes transparent to 
users by providing an abstract user in-
terface as a single system.

• Scalability: Due to the high usage of 
multimedia applications on the server 
and heavy expenditures, users might 
divide the investment into several 
parts. The server also should always 
provide high scalability, e.g., to add 
new resources or to satisfy the possible 
increased demands.

• Availability: Clusters are susceptible to 
partial failures, and the probability of 
partial failure increases with the size of 
system resources. Partial failures must 
be addressed in any implementation 
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of clusters to provide a higher level of 
availability and reliability.

3. Overview of Load Balancing
Load balancing is a technique of parallel 
loading between two or more computers, 
network links, and a Central Processing 
Unit (CPU) that maximizes throughput, 
minimizes response time, and avoids over-
load [9] as shown in Fig. 4. Load balanc-
ing divides the load among several nodes 
to enhance the utilization of the computa-
tion power of every node and decrease the 
average task response time. This process 
maximizes the system throughput [8]. Load 
balancing techniques are crucial to support 
cloud computing implementation since 
they improve the efficiency of cloud com-
puting services’ performance [10].

3.1. Load Balancing Measurement Param-
eters
Measurement parameters are used to as-
sess the load balancing methods that check 
whether a given method is good enough to 
effectively balance the load [16]. These pa-
rameters are as described in [16]: 
• Throughput: It is the rate of work to be 

completed in a given amount of time.
• Response time: It is the amount of time 

between the start of a user request and 
the completion of that request.

• Fault tolerance: It refers to the feature 
of the algorithm that lets a system work 
even during a failure condition of the 
system. 

• Scalability: It is the ability of the algo-
rithm to scale itself based on specific 
conditions. 

• Performance: It is the overall quality of 

the algorithm regarding the accuracy, 
cost, and speed.

• Resource utilization: It is used to check 
the performance of various resources. 

3.2. Load-Balancing Algorithms
Load balancing has been a crucial issue 
for server clusters. Researchers continual-
ly proposed better strategies and solutions 
to improve the processing power of serv-
ers [19]. Depending on the implementation 
method, there are two types of load balanc-
ing algorithms [5]:
• Static Load Balancing Algorithms: The 

current state of a system does not play 
any role in the load balancer’s decision 
in this group of algorithms. The load 
balancer decides the allocation and ex-
ecution of specific services on a group 
of virtual machines.

• Dynamic Load Balancing Algorithms: 
The algorithm relies on the current 
state of the server. The load balanc-
er evaluates the current load of each 
available virtual machine then assigns 
service to a suitable and proper virtu-
al machine. The load balancing algo-
rithm must fulfill properties like the 
maximum number of context switches, 
throughput, CPU utilization, minimum 
turnaround time, response time, and 
waiting time[10]. 

• The benefits of having efficient load 
balancing include: [11] 

• Uniform distribution of load on nodes. 
• Improved overall performance of the 

system 
• Higher user satisfaction 
• Faster response 
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• System stability 
• Reduced carbon emission 
The following subsections discuss some 
popular load balancing algorithms:

3.2.1. Round-Robin (RR) Algorithm
The round-robin scheduling algorithm 
shown in Fig. 5 sends each incoming re-
quest to the next node in its list. So, for a 
three-server cluster (servers A, B, and C), 
request 1 would be assigned to server A, 
request 2 would be sent to server B, re-
quest 3 would go to server C, and request 
4 would be assigned to server A, until 
completing the cycling or “round-robin” 
of servers [17]. It treats all the real servers 
equally without considering the number of 
incoming connections or the response time 
of each server [17].

Fig. 5. Round Robin Algorithm

Fig. 6. Least-Connection Algorithm

3.2.2. Least-Connection  Algorithm
The idea of the least-connection algorithm 
applies the dynamic scheduling concept by 
counting live connections for each server 
dynamically. Least-connection scheduling 
is an appropriate solution for the virtual 
server that manages a collection of serv-
ers with similar performance since it pro-
vides smooth distribution when a load of 
requests is high [17].
The least-connection scheduling algorithm 

manages network connections to the serv-
er based on the minimum number of estab-
lished connections [8] as shown in Fig.  6.

A least-connection scheduling algorithm 
distributes the workloads to real servers 
with the fewest active connections. This al-
gorithm is suitable for network traffic with 
a high degree of variation in the request 
load since it applies the dynamic schedul-
ing algorithm. The least-connection algo-
rithm assumes that all servers are identical, 
so the newly arrived request always goes 
to the server with the fewest connections. 
However, one of the disadvantages of this 
algorithm is the system performance being 
not ideal when there are various process-
ing capabilities of the servers [18].

3.2.3. Least Loaded Algorithm
In this scheme, the least loaded algorithms 
assign a new request to the server with 
the lowest workload, as shown in Fig. 7. 
The baseline algorithm must identify the 
service time of the client requests, which 
is often unknown as the requests arrive. 
Thus, it is difficult to use the baseline al-
gorithm in practice. However, the baseline 
algorithm can create an upper bound on 
the performance. Hence, we refer to it as 
the baseline algorithm and use it for com-
parison with the performance of the other 
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schemes [19].

Fig. 7. Least-Loaded Algorithm

Fig. 8.  Single-Tier Load Balancer

Fig. 9.  Multi-Tier Load Balancer

4. Related work
There have been various attempts to solve 
the issue of having a single load balancer 
in a high traffic computing environment 
to avoid its drawbacks. [12] developed a 
low-cost two-tier load balancing model 
for high availability applications and com-
pared it with the three-tier architecture. 
They found that the two-tier load balancing 
model performed at a similar level when 
comparing with the three-tier architecture 
in terms of network failover and storage 
limitation. They only utilized Round-Rob-
in scheduling without mentioning other 
algorithms.  [13] proposed a two-tier load 
balancing architecture for Wi-Fi networks. 
Their solution increased the load balancing 
performance by 34-40%.  However, the 
study only focused on Software Defined 
Networking (SDN). [14] examined the im-
plementation of a two-tier load balancing 
architecture in the Internet of Things (IoT) 
domain. The study results indicated that 
the two-tier model improved the efficiency 
of the network when compared with sin-
gle-tier architecture. [15] developed two-tier 
architecture to support Mobile Edge Com-

puting and it showed better autoscaling re-
sults than single-tier architecture.

5. Problem Statement
Having a single load balancer makes all the 
load balancing effort goes through a single 
device as shown in Fig. 8. The probabili-
ty of failure could increase if there is high 
traffic. In addition, it will be difficult for 
the load balancer to distribute the traffic if 
there is a huge number of servers. Moreo-
ver, the administrators could not add more 
servers to expand the server cluster.

6. Proposed Solution 
To solve this problem, we added another 
tier with two load balancers, as shown in 
Fig. 9. The expected benefits of adding 
this tier include reducing the load on the 
primary load balancer and providing high 
scalability to the server cluster. We added 
this tier after the primary load balancer to 
maintain it as the only entry point to the 
server cluster.
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Fig. 10. Round Robin Response Time Average

Fig. 12. Server Load Response Time Average 

Fig. 11. Number of Connection Response 
Time Average

7. Simulation Methodology
The network simulation uses OPNET® 
Modeler, a simulation software tool with 
multiple capabilities. It allows the simula-
tion of many types of networks with var-
ious protocols [20]. In the first experiment, 
a network with 16 HTTP servers provides 
HTTP service to 1800 clients, and there 
is one load balancer device between the 
servers and clients, as shown in Fig. 9. The 
second experiment was conducted with the 
same number of clients and servers as the 
first experiment with the addition of an-
other tier containing two load balancers, as 
shown in Fig. 10. Two experiments were 
tested with the main three loading balancer 
algorithms (Round-Robin, Least-Connec-
tion, and Least Loaded). Both experiments 
evaluated these three features:
• Response time to reflect the time re-

quired to complete the user request.
• Main load balancer CPU utilization to 

measure the performance of the main 
load balancer.

• Servers’ CPU utilization to review the 
server’s performance.

8. Results
The results show that the Single-Tier Load 
Balancing method provided better response 
time for all three algorithms (see Fig. 10, 
Fig. 11, and Fig. 12). However, the differ-
ence in response time for the Single-Tier 
Load Balancing method and the Multi-Tier 
Load Balancing method for all algorithms 
is low (i.e., less than 0.0001 second). This 
finding is expected since adding an extra 
layer will lead to more time for processing 
activities. 

Regarding CPU utilization of the main 
load balancer, the results indicate that 
Multi-Tier Load Balancing method of-
fered better CPU utilization than the Sin-
gle-Tier Load Balancing method for the 
Round Robin and Server Load algorithms 
(see Fig. 13 and Fig. 15). For the Number 
of Connection algorithm, both methods 
showed similar performance (see Fig. 14). 
The reason for such results is that both 
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Round Robin and Server Load algorithms 
depend on the number of nodes connect-
ed to the main load balancer. In the ex-

Fig. 13. Round Robin CPU Utilization

Fig. 14.  Number of Connection CPU Utilization

Fig. 17.  Single Tier Number of Connection Algorithm 
Servers CPU Utilization

Fig. 16. Single Tier Round Robin Algorithm Servers 
CPU Utilization

Fig. 15. Server Load CPU Utilization
periments, the researchers investigated 
the servers’ CPU Utilization for the three 
algorithms and each method. The results 
show that the Single Tier method using 
the Number of Connection Algorithm and 
Server Load Algorithm had balanced CPU 

utilization for all servers (see Fig.  17 and 
Fig. 18). However, this is not the case for 
the Round Robin Algorithm since the CPU 
utilization is high for one server (See Fig. 
16). For the Multi-Tier method, using the 
Round Robin Algorithm and Server Load 
Algorithm balanced CPU utilization for all 
servers (see Fig. 19 and Fig. 21). Howev-
er, this is not the case for the Number of 
Connection Algorithm since the CPU utili-
zation is high for two servers (see Fig. 20). 
The findings indicated that the Multi-Tier 
balancing method could improve the per-
formance of server cluster architecture. 9. 
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Fig. 18.  Single Tier Server Load Algorithm Servers 
CPU Utilization Fig. 21. .Multi-Tier Server Load Algorithm Servers 

CPU Utilization

Fig. 19. Multi-Tier Round Robin Algorithm Servers 
CPU Utilization

Fig. 20. Multi-Tier Number of Connection Algorithm 
Servers CPU Utilization

Conclusion
The increased volume of internet traffic 
requires innovative solutions. The current 
server cluster architecture depends on the 
Single Load balancer tier. In this paper, the 
researchers introduced a new Multi Load 
balancer tier to reduce the load at the main 
Load Balancer. The researchers conducted 
two experiments to test the performance of 
Single Load balancer tier and Multi Load 
balancer architectures. The experiments 
showed that the multi-tier solution reduced 
the main load balancer CPU Utilization be-
cause it distributed the traffic to two devic-
es rather than directing the load to 16 serv-
ers. A problem with the Multi-Tier solution 
could be the delay in Response Time Av-
erage. The implication of this study could 
be the need to think about innovative ar-
chitecture that supports emerging technol-
ogies, such as Cloud Computing and the 
Internet of Things. Future research could 
include the investigation of the impact of 
architecture with heterogeneous servers. 
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