
30

Journal of Engineering and Applied Sciences, Vol. 9, Issue (2) November 2022 

A Novel Classifier for Cyber Attack Detection System in Industrial Internet of Things

A Novel Classifier for Cyber Attack Detection System in 
Industrial Internet of Things

Abstract

The usage of the Internet of Things (IoT) conception in the industrial sector along with applications 
is referred to as the Industrial Internet of Things (IIoT). Various applications have been subsumed in 
the IIoT. Nevertheless, cybercriminals mostly target these systems. Thus, here, a novel methodology 
of Cyber Attack Detection (CAD) system has been proposed in IIoT to overcome the aforementioned 
issue. UNSW-NB2015 and DS2OS are the two IIoT datasets utilized in this work. Initially, in both 
datasets, the missing values are replaced; subsequently, the feature extraction is performed. Next, by 
utilizing Poisson Distribution-based Naked Mole Rat Optimization Algorithm (PD-NMROA), the 
significant features are selected as of both datasets. After that, by employing MaHalanobis distance-
based K-Means (MaH-KMeans) algorithm, the features extracted as of the datasets are normalized 
along with clustered. Eventually, to classify the data, the clustered features are inputted to the TanSwish 
- Restricted Boltzmann Dense Machines (TS-RBDMs). The experiential outcomes displayed that the 
proposed methodology obtained higher efficacy in contrast to the prevailing systems.
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Introduction

Recently, the establishment of the IIoT has 
been brought about by the development in 
the industrial field by amalgamating the 
IoT, industrial system, along with cloud 
computing [1]. Acquiring the benefits of 
IoT technology in Industrial Control Sys-
tems (ICSs) is the major idea behind IIoT 
[2]. In the industrial process, to abate the 
human factor encumbrance and deal with 
the complicated industrial system process 
along with communications amongst them 
effectively, the ICS is utilized [3]. From sev-
eral sensors, larger amounts of data can be 

gathered via IIoT for utilization all over 
the world. Retail, healthcare, transport, 
and automotive are several industries in 
which these applications are employed [4]. 
IIoT increases productivity, effectiveness, 
and operational efficiency significantly 
in numerous industries [5]. In general, cy-
ber operations along with their effects are 
constrained to the cyber dimension in the 
conventional Information and Technology 
(IT) systems; however, special effects of 
normal operations outdo the limitations of 
the physical realm in IIoT [6]. To store along 
with to analyze big data engendered by the 
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IoT as well as IIoT systems, numerous data 
management, and security tools have been 
deployed in the cloud [7, 8]. The IIoT per-
mits higher productivity; nevertheless, an 
attack on the infrastructure might be disas-
trous if it is not secured; thus, leading to an 
immense loss [9]. The development of IDS 
along with its security solutions brought 
about IIoT; however, to verify IIoT system 
requirements, these solutions have to be 
analyzed, checked, along with tuned utiliz-
ing labelled datasets; thus, espousing it in a 
real-world environment is highly challeng-
ing [10]. Thus, for the CAD system, a novel 
TS-RBDMS classifier is proposed in IIoT.

Application of Artificial Intelligence/Ma-
chine Learning in Cyber Security
Artificial Intelligence can be applied to 
security systems as a way to reduce cyber 
security threats. Here, a machine learns 
from the input data and makes a future 
prediction. It is utilized in email filters to 
sort out spam, banking software for detect-
ing unusual transactions, internet search 
engines, websites for making personalized 
recommendations, and numerous apps on 
our phones like voice recognition. For cy-
bersecurity, ML has become a significant 
technology. With ML, the patterns can be 
analyzed by cybersecurity, and learn from 
them to help in preventing similar attacks 
and respond to changing behaviour.
In the process of detecting cyber-attacks in 
IIoT, several benefits have been provided 
by the prevailing models; even then, there 
are certain uncertainties in those models; 
the drawbacks in the existing methodolo-
gies are enlisted below.

• There occurs exponential progression 
in computing times along with other 
complexities owing to the number of 
nodes and layers that augment the net-
work structure.

• The huge cyber-attack classification 
problem, which evolved in the face 
of a real network application environ-
ment, is not addressed effectually by 
the prevailing system. Numerous clas-
sification tasks would result in lesser 
accuracy owing to the dynamic growth 
of datasets.

• Owing to higher energy consumption, 
time complexity, along with deprived 
algorithm design, there is a deficiency 
in QoS with energy efficiency.

Thus, for detecting cyber-attacks in IIoT, a 
novel TS-RBDMS classifier is proposed in 
this work. The proposed technique’s major 
contributions and their significant are en-
listed further:
• PD-NMROA is utilized for selecting 

the optimal features. This overcomes 
the problem of generating the same 
probability values.

• MaH-KMeans is proposed for clus-
tering the features with non-convex 
shapes.

• TS-RBDMs are proposed to overcome 
the overfitting problem and reduce 
computation time.

The data are collected as of the datasets 
initially; then, they are pre-processed 
for replacing the missing values. After 
that, the features are extracted from the 
pre-processed data. Now, by utilizing PD-
NMROA, the optimal features are selected. 
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Then, the selected features are scaled and 
then clustered by utilizing MaH-KMeans. 
Lastly, for classifying whether the data is 
attacked or non-attacked, TS-RBDMs are 
utilized. 
The rest of the paper is organized as fol-
lows: the related works regarding the pro-
posed model are reviewed in section 2; 
the proposed methodology is explicated 
in section 3; the results and discussion is 
demonstrated in section 4; lastly, section 5 
offers conclusions and future work.

Literature Review
Zil e. Huma et al. [11] presented a Hy-
brid Deep Random Neural Network 
(HDRaNN) aimed atCADin the IIoT. The 
applications of DRaNN, as well as Multi-
layer Perceptron (MLP), were utilized by 
the HDRaNN. The experimental outcomes 
displayed the presented model’s accura-
cy. Nevertheless, owing to Deep Learning 
(DL) ability, the developed model’s com-
putation time is high.
Shahid latif et al. [12] developed a light-
weight Random Neural Network (RaN-
N)-centric prediction model. Attacks had 
been detected precisely by the presented 
RaNN model. The experiential outcomes 
demonstrated that the model attained a 
higher accuracy. However, merely limited 
attacks were deemed by this system.
Shahid Latif et al. [13] illustrated a 
DRaNN-centric scheme intended for in-
trusion detection in IIoT. For classifying 
the varied sorts of attacks, the DRaNN 
was employed. The evaluation outcomes 
exhibited that the presented methodology 
possessed a higher attack detection rate. 

Nevertheless, the system had a higher 
complexity.
Muna AL-Hawawreh et al. [14] suggested 
an anomaly detection mechanism meant 
for Internet ICSs (IICSs) grounded on DL 
models. The execution of a consecutive 
training process utilizing a deep auto-en-
coder was enclosed in this model. The ex-
periential outcomes displayed that when 
analogized with the prevailing methodol-
ogies, the presented one achieved a high-
er detection rate along with a lower False 
Positive Rate (FPR). Nevertheless, owing 
to the NN’s narrow waist structure, the 
model had a higher training time.
Radhakrishna Vangipuram et al. [15] devel-
oped a machine learning strategy aimed at 
imputation as well as anomaly detection in 
an IoT environment. The imputed datasets 
acquired by utilizing K-Means, F-Kmeans, 
and developed imputation methodologies 
were considered to perform classification. 
The experiential outcomes displayed that 
in contrast to the conventional classifiers, 
the presented model’s performance was far 
better. However, the system had a higher 
computation cost.
Di Wu et al [16] recommended a Long 
Short-Term Memory (LSTM)-Gauss-
NBayes model, which was a synergy of 
the LSTM Neural Network (LSTM-NN) 
and the Gaussian Bayes model for outlier 
detection in IIoT. In this, to detect the pre-
diction error, the presented LSTM mod-
el was utilized. The experimental results 
demonstrated that optimistic results were 
obtained by this model. Nevertheless, 
more memory was utilized by this model 
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to train.
Tran Viet Khoa et al. [17] developed a col-
laborative learning-centric Intrusion De-
tection System (IDS). To classify the pack-
ets into normal and abnormal behaviors, 
the Deep Belief Network (DBN) was uti-
lized. The experiential outcomes displayed 
that when analogized with traditional ma-
chine learning methodologies, the present-
ed model attained a better performance. 
However, for a smaller number of data, the 
DBN was not appropriate.
Faezeh Farivar et al. [18] recommended a 
model to determine along with to reim-
burse for attacks hurled in the forward 
link of nonlinear Cyber-Physical Systems 
(CPSs) utilizing the intelligent variable 
structure control. For estimating the at-
tack, Neural Network (NN) estimator was 
utilized. The simulation outcomes proved 
the developed system’s efficacy. Neverthe-
less, the system had higher training time 
owing to NN’s narrow waist structure.
Yanmiao Li et al. [19] illustrated a DL 
model for intrusion detection utilizing 
a multi-Convolutional Neural Network 
(multi-CNN) fusion methodology. For 
classification, the CNN was presented into 
the IDS by utilizing the flow data visuali-
zation model. The experimental outcomes 
that the presented system possessed a high-
er accuracy of multi-CNN. However, ow-
ing to the existence of a vanishing gradi-
ent problem in CNN, the data was learned 
gradually by the developed methodology.
Muna AL-Hawawreh and Elena Sitnikova 
[20] presented a detection system grounded 
on the stacked Variational Auto-Encod-

er (VAE) with a fully connected NN. The 
latent structure of system activities was 
learned by the VAE with a fully connect-
ed NN; in addition, it exposed the ransom-
ware behavior. The outcomes displayed 
that a superior detection rate was attained 
by the presented model in contrast to the 
prevailing methodologies. However, as a 
result of the auto encoder’s blurry charac-
teristics, an accurate output was not pro-
vided by the system.

Proposed Cyber Attack Detection 
Method
For effective detection along with classi-
fication of attack or non-attack, a novel 
TS-RBDM Classifier has been proposed 
in this paper. Here, initially, the features 
are extracted. Next, as of extracted fea-
tures, the significant features are selected. 
After that, for the classification of attacks 
or non-attacks, the features being selected 
are inputted into the TS-RBDM Classifier. 
Figure 1 exhibits the block diagram of the 
proposed methodology.

Fig. 1. Block Diagram of the Proposed Methodology
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UNSW-NB2015 and DS2OS are the da-
tasets utilized by the proposed CAD sys-
tem. Here, owing to the non-existence of 
values in those datasets, the missing val-
ue imputation is executed. To retain most 
data of the dataset, the missing data is re-
placed with certain substitute values by 
performing the imputation process. Let the 
UNSW-NB2015 data set be  . In this, the 
missing value is substituted with the same 
attribute values that are signified in the da-
taset. It is formulated as:

Where, the missing value and output of the 
missing value are specified as  and   
, the same attribute value in the dataset is 
notated as  .
Let the DS2OS dataset be D . Here, a few 
values are not assigned. Additionally, these 
columns are substituted with certain mean-
ingful value  , which is expressed as:

(2)

(4)

(5)

(3)

Where, the replacement function is sym-
bolized as  , and the column that repre-
sents the True, False, Twenty, and None 
are substituted with 1.0, 0.0, 20.0, and 0.0, 
correspondingly. The data as of both data-
sets  and   are obtained following 
the completion of pre-processing.

Feature extraction
More information about the dataset can be 
obtained swiftly with the aid of feature ex-
traction (attributes extraction). Therefore, 
from  , protocol, service state, stand-
ard mean, deviation mean, et cetera are the 
key attributes being extracted. The extract-

ed attributes  are expressed as:

In this process, from  , the attributes 
like address, source ID, destination, type, 
et cetera are extracted; eventually, the out-
put  is attained.

Data conversion
In this, as the strings are extant in the da-
taset, the extracted attributes  are 
transmuted into numbers. Moreover, those 
strings are not processed in the classifier. 
Thus, the strings are converted into num-
bers. In the dataset, the numbers are as-
signed for every single string to perform 
this conversion  . It is modelled as:

Where, the conversion function is repre-
sented as  .

Feature type identification and vector 
conversion 
Here, the feature type is detected as wheth-
er it is a string or vector in   . If the 
feature is detected as a string then the 
string features are partitioned; in addition, 
they are transmuted into the vector format 
by encoding. The process of transmuting 
the labels into numeric by assigning the 
numeral values to strings in alphabetical 
order is termed label encoding. It is for-
mulated as:
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(6)
(8)

(7)

Where, the vector conversion’s output is 
specified as  , the state is signified 
as S , which illustrates the numerals.

Feature selection
In this, by utilizing the PD-NMROA, the 
features are selected as of  . Naked 
mole rats’ behavioral characteristics are 
the major concept behind the NMROA. 
Regarding the breeding probability, the 
breeder group is selected; here, the uni-
form distribution random process is uti-
lized to perform initialization. Betwixt the 
ranges with the same probability, the pop-
ulation is created. In the initialization step, 
the Poisson Distribution model is replaced 
to overcome the problem of such genera-
tion of the same probability values in the 
prevailing algorithm.

(a) Population initialization
Firstly, the NMR’s population is engen-
dered randomly in d dimensional vector 
where the features being extracted are re-
garded as a number of NMR; furthermore, 
by utilizing the Poisson Distribution sys-
tem, every single NMR is initialized as:

Where, the uth NMR in vth  dimension is 
specified as  , the number of NMRs is 
signified as  , and the average num-
ber of  occurrences of is notated as 

 .

(b) Calculating fitness value
Regarding the classifier’s accuracy, the ob-
jective function along with its fitness value 

is computed after initializing the popula-
tion. It is measured as:

Where, the output of the nth fitness func-
tion of  th number of NMR is symbolized 
as  , and the fitness function is repre-
sented as  . The population is further par-
titioned into breeder and worker concern-
ing the fitness value; moreover, the queen    

 is also estimated.

(c) Worker group
Here, by enhancing their fitness, NMR 
workers attempt to turn into breeders to 
mate with the queen. Subsequently, re-
garding its own experience along with lo-
cal information, the NMR’s new solution 
is generated; in addition, for the new solu-
tion, the fitness value is computed. Next, 
the new solution is forwarded to the breed-
er group. The new solution will be accept-
ed if it is better than the preceding solu-
tion. Or else, it will be continued with the 
previous solution. Here, the new solution 
is spawned as:

Where, the uth  worker in (I+1)th  iteration 
is specified as  , the uth worker in 

  iteration is indicated as  , the uni-
form distribution in the range of    is 
denoted as a , and the random solutions 
from the worker's group are represented as    

 and  .

(d) Breeder group
Every single breeder NMR in this breeder 
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group attempts to update its position with 
an intention to stay as a breeder, addition-
ally, to be selected as the breeder for mat-
ing. Regarding the breeding probability, 
the breeder NMRs are updated in terms of 
the overall best in the range of  . The 
breeder will be sent to the worker’s group 
if its NMR is not capable to ameliorate its 
fitness. The breeders update their position 
as:

(9)

(10)

Where, the uth breeder in  iteration 
is notated as  , and the uth breeder 
in Ith iteration is illustrated as  .
Until satisfying the termination condition, 
the whole search procedure will be contin-
ued iteratively. Next, the significant fea-
tures are selected just like the best breeder 
selected utilizing the PD-NMROA. It is 
modelled as:

Where, the number of selected features 
is specified as  . In the same man-
ner, by utilizing the same algorithm that 
is utilized for the feature selection in the 
UNSW-NB2015 dataset, the features are 
extracted  ; consequently, the selected 
features’ output in the DS2OS dataset  
is obtained.

Feature scaling
The range of variables in the selected fea-
tures is extremely varied; so to unify fea-
ture ranges in data, a mechanism is uti-
lized, which is termed the feature-scaling 
model. Therefore, the proposed model in 
which the features within the range are 

normalized utilizing robust scaling for the 
UNSW-NB2015 dataset   is formulat-
ed as:

(11)

Where, the median of  is defined as 
 , and the Inter Quartile Range is no-

tated as  . Similarly, the features are nor-
malized for  and the output  is at-
tained. 80% of the normalized features are 
utilized for training whereas the remaining 
20% are utilized for testing.

Clustering
By utilizing the MaH-KMeans, the features 

  are clustered with regard to protocol, 
state, id, et cetera following the normaliza-
tion process. The K Means segmentation 
is the technique of vector quantization; the 
major intention of this model is to parti-
tion the number of features into  clusters 
where every single feature corresponds to 
the cluster with the nearest mean.
(i) Selecting the number of clusters, (ii) In-
itializing centroids, (iii) Assigning features 
to the nearest value, and (iv) Reinitializing 
centroids are the steps undergone by the al-
gorithm for segmenting the scaled features. 
Generally, the basic Euclidean distance is 
utilized for the partitioning of features in 
clustering. Nevertheless, for the detection 
of clusters with non-convex shapes, this 
model is not appropriate. Here, the model 
is replaced with the MaHalanobis distance 
technique. The steps in MaH-KMeans are:

• The number of clusters, which is esti-
mated by their centroids, is selected. 
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(12)

(13)

(14)

The centroid is the cluster’s center. 
However, primarily, the feature’s ex-
act center is not known. Thus, to define 
every single cluster, the centroids   
can be selected randomly as:

• The feature  is assigned to the 
closest centroid.

• The distance betwixt the assigned fea-
ture and centroid is computed utilizing 
the MaHalanobis distance strategy. It is 
expressed as,

Where, the MaHalanobis distance tech-
nique’s output is specified as  , and the 
inverse covariance matrix of  is symbol-
ized as  . 
• A cluster is chosen for features where 

the distance betwixt the feature and 
centroid is minimum.

• By computing the average of all the 
data points of that cluster, the centroids 
are reinitialized.

Where, the number of features is denoted 
as  .
This process is repeated until no altera-
tions occur in clusters. The clustered out-
put  is attained via this pro-
cess. Likewise, based on source id, type, 
address, et cetera, the features presented 
in  are clustered by employing the 
same process; furthermore, the output 

 is acquired. The pseudo-code 

of MaH-KMeans is:

Classification
In this, to classify whether the data is at-
tacked or non-attacked, the clustered fea-
tures  are inputted into the TS-RBDMs. 
In the context of unsupervised learning, the 
Restricted Boltzmann Machine (RBM), 
a latent-variable generative model, is uti-
lized most frequently. It comprises hidden 
Hg as well as visible units  and contains 
a weight matrix in the size of  , which 
is associated betwixt visible and hidden 
units. It has no output layer. However, the 
prevailing methodologies are integrated 
with some additional layers like MLP, drop 
layer, and so on; thus, resulting in a higher 
computation time along with an overfitting 
problem. Thus, a dense layer is proposed 
in this work to address this issue; this layer 
compensates for all the characteristics of 
the aforementioned layers. Figure 2 exhib-
its the architecture of TS-RBDMs.
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Fig. 2. Structure of Proposed TS-RBDMs

Primarily, with the input features  , 
the TS-RBDMs’ first layer is pre-trained. 
By means of the energy function, the TS-
RBDMs’ learning process is performed. 
The energy function  is proffered 
as:

(15)

(16)

(17)

(18)

Where, the bias values are represented as 
ak and bg, the element weight is specified 
as wk,g ,and the number of units is notated 
as k,g.
The  is formulated in the matrix 
representation as:

The first hidden layer’s output is inputted 
into the subsequent hidden layer after ob-
taining all the parameters of the first hid-
den layer. Next, the ‘2’ hidden layers are 
deemed as new TS-RBDMs. Similarly, by 

updating the bias along with weight values 
continuously, TS-RBDMs’ every single 
layer is trained separately. The weight and 
bias values of the first hidden layer's visi-
ble unit are updated as:

Where, the TanSwish activation function 
in the drop dense layer is specified as  
; here, every single neuron gets input as 
of all the neurons of the preceding layer; 
moreover, they are changed into a single 
output. Therefore, in this work, the overfit-
ting problem is prevented. The TanSwish 
activation function is expressed as:

After that, the subsequent hidden layer’s 
visible unit is fed with the output being 
computed. The output is achieved by the 
continuous updation along with training 
till the last layer of TS-RBDMs; subse-
quently, the attacked or non-attacked data 
in the IIoT system is retrieved. Further-
more, to predict whether the data is at-
tacked or non-attacked, the same process 
is proceeded for  .

Result and Discussion
Here, to analyze the proposed methodol-
ogy’s performance, various experiments 
were performed.
The data used in the proposed work is ob-
tained from UNSW-NB15 and DS2OS da-
tasets. The proposed model is executed in 
PYTHON.
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Fig. 3. Performance Evaluation of Proposed PD-
NMROA

Dataset description 
• UNSW-NB15

It is a network intrusion dataset. Infor-
mation pertinent to Denial of Service 
(DoS), raw network packets, worms, 
Backdoors, and Fuzzers attacks is in-
cluded in this dataset. With multiple 
attack records, it is separated into train-
ing and testing datasets. The number of 
records in the training set is 175,341 
records, whereas in the testing set 
are 82,332 records from the different 
types, attack and normal. Argus and 
Bro-IDS tools extracted a total of 49 
features comprising packet-centric and 
flow-centric features from the raw net-
work packets [22]. Packet-based features 
are extracted from the packet header 
along with its payload. Conversely, 
flow-centered features are generated 
utilizing the sequencing of packets, 
from a source to a destination, trave-
ling in the network.

• DS2OS
Information attained as of network trac-
es is included in this dataset. This data 
is employed for the evaluation of dif-
ferent anomalies in the network. Here, 
from numerous organizations conduct-
ing varying services, the information 
is obtained. The dataset encompasses 
a total of 357952 samples with 10017 
anomalous and 347935 normal values 
[23]. It contains 13 features and ‘7’ vari-
ous sorts of attacks like malicious oper-
ations, wrong setup, scan, denial of ser-
vice, malicious control, spying, along 
with data type probing attacks.

Performance analysis for UNSW-NB15 
dataset
Here, regarding feature selection, classi-
fication accuracy, along with clustering 
time, the proposed CAD model’s perfor-
mance is assessed.

Performance evaluation of proposed PD-
NMROA
Naked Mole Rat Optimization Algorithm 
(NMROA), Whale Optimization Algo-
rithm (WOA), Crow Search Algorithm 
(CSA), and Fish Swarm Optimization 
(FSO) Algorithm are the prevailing meth-
odologies with which the proposed PD-
NMROA is analogized regarding fitness 
vs.iteration.

As per figure 3, it is evident that the pro-
posed model’s fitness value increases with 
the increase in the number of iterations. In 
the proposed model, for the varying num-
ber of iterations like 5, 10, and 25, the fit-
ness values obtained are 948, 1235, and 
2245, respectively; however, the reduced 
fitness values attained by the prevailing 
WOA are 653 (5), 970 (10), and so on. In 
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the same manner, only lower range val-
ues are obtained by the other prevailing 
NMROA, CSA, and FSO methodologies. 
Thus, it is proved that in contrast to the 
prevailing methodologies, the proposed 
one attained a higher performance.

Performance evaluation of proposed MaH-
Kmeans
Here, regarding clustering time, the pro-
posed model’s performance is analogized 
with the prevailing KMeans (KM), Birch, 
Fuzzy C Means (FCM), and Mean Shift 
(MS) methodologies.

Fig. 4. Performance Evaluation of Proposed MaH-
KMeans

Table 1: Comparative analysis of proposed TS-
RBDMS

Regarding clustering time, the proposed 
model’s performance is evaluated in fig-
ure 4. It is evident that a lower cluster-
ing time of 11.2365ms was attained by 
the proposed MaH-Kmeans whereas the 
clustering time obtained by the prevailing 
Birch, KM, FCM, and MS methodologies 
are 14.2563ms, 15.2896ms, 16.2358ms, 
and 17.2356ms, correspondingly, which 
are higher than that of the proposed mod-
el. Consequently, it is concluded that when 

analogized with the prevailing methodolo-
gies, the proposed model is highly secure 
as well as faster.

Superiority measure of proposed 
TS-RBDMS
Here, DRaNN [13], DAE-DFFNN (Deep 
Auto-Encoder-Deep Feed Forward Neu-
ral Network) [14], and HDRaNN [11] are 
conventional methodologies with which 
the proposed TS-RBDMS is analogized 
regarding the metrics like Accuracy.

Techniques Accuracy (%)

Proposed TS-RBDMS 99.68

DRaNN [13] 99.54
DAE-DFFNN [14] 92.48

HDRaNN [11] 90.21
DAE-DFFNN [21] 98.9

With regard to the accuracy, the proposed 
TS-RBDMS is analogized with other pre-
vailing methodologies and is tabulated in 
table1. The proposed model attained the 
highest accuracy of 99.68% whereas the 
least accuracy of 90.21% was obtained by 
the conventional HDRaNN mechanism. 
Similarly, the performance metrics differ 
for other classifiers also. Thus, it is evi-
dent that better performance was achieved 
by the proposed model than the prevailing 
methodologies.
Table 2 depicts the comparative analy-
sis of the proposed and the convention-
al systems regarding precision, recall, 
and f-measure. The precision, recall, and 
f-measure attained by the proposed ap-
proach are 99.86%, 99.55%, and 99.54%, 
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Fig. 5. Performance Evaluation of Proposed PD-
NMROA

     Fig. 6. Performance Evaluation of Proposed MaH-
Kmeans

Table 2: Comparative analysis of the proposed model in terms of precision, recall, and f-measure

Techniques/ Metrics Precision (%) Recall (%) F-Measure
(%)

Proposed TS-RBDMs 99.86 99.55 99.54
HDRaNN [11] 99.07 98.98 99.02

DAE-DFFNN [21] 99.8 99.6 96.7

correspondingly, which are higher than the 
prevailing approaches, namely HDRaNN 
and DAE-DFFNN. Thus, it is concluded 
that the proposed model is more efficient 
in attack detection in IIoT.

Performance analysis for DS2OS dataset
In this section, the proposed methodolo-
gy’s performance is assessed concerning 
feature selection, clustering time, along 
with classification accuracy.

Performance evaluation of proposed PD-
NMROA
The proposed model is analogized with the 
prevailing methodologies regarding fitness 
vs. iteration in figure 5.

Figure 5 demonstrates that a higher fitness 
value was obtained by the proposed mod-
el in contrast to existing methodologies. 

For 5 iterations, a fitness value of 920 is 
acquired by the proposed PD-NMROA; 
conversely, for the same number of itera-
tions, the conventional WOA obtained 850 
fitness values. Similarly, the fitness values 
differ for the other conventional models 
also. Therefore, the proposed model out-
shines the existing methodologies.

Performance evaluation of proposed MaH-
Kmeans 

Figure 6 exhibits the superiority meas-
ure of the proposed model with regard 
to clustering time. Here, the proposed 
MaH-Kmeans attained a clustering time 
of 11.7892ms, which is lower than the 
clustering time of 14.8914ms obtained by 
the prevailing Kmeans model. In the same 
manner, the clustering time varies for the 
other methodologies also. Therefore, it is 
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evident that when analogized with the pre-
vailing methodologies, the proposed mod-
el achieved better performance.

Superiority Measure of proposed 
TS-RBDMS
Here, concerning the accuracy metric, the 
proposed TS-RBDMS’s performance is 
compared with other prevailing algorithms 
like RaNN [12], and HDRaNN [11].

Table 3: Comparative analysis of proposed TS-
RBDMS based on the accuracy (%)

Fig. 7. Computational Complexity of Proposed TS-
RBDMs

Table 4: Comparative analysis of the proposed model in terms of precision, recall, and f-measure

Techniques Accuracy (%)

Proposed TS-RBDMS 99.70
HDRaNN [11] 98

RaNN [12] 99.20

Table 3 compares the accuracy of the pro-
posed TS-RBDMS with existing works 
like HDRaNN and RaNN. The model 
having higher accuracy will be the best 
model. In accordance with this, the ac-
curacy achieved by the proposed model 
was 99.70% whereas the accuracy val-
ues attained by the prevailing models are 
HDRaNN (98%), and RaNN (99.20%). 
Therefore, in contrast to the traditional 
models, the proposed one achieved better 
performance.
Regarding precision, recall, and f-measure, 
the performance analysis of the proposed 
and the prevailing models are represented 

Techniques/ Metrics Precision Recall F-Measure
Proposed TS-RBDMs 99.74 99.66 99.67

HDRaNN [11] 98.25 98.36 98.3
RaNN [12] 99.08 99.16 99.04

in table 4. The proposed model attains a 
precision of 99.74%, recall of 99.66%, and 
f-measure of 99.67%, which are higher 
when analogized with the prevailing tech-
niques like HDRaNN and RaNN. The out-
comes exhibited that the proposed mecha-
nism displays better performance than the 
conventional frameworks in attack detec-
tion.
Figure 7 displays the computational com-
plexity of the proposed TS-RBDMs. The 
best training and testing accuracies of the 
proposed model are achieved at 99.85% 
and 99.70%, correspondingly. Similarly, 
the best training and testing accuracies 
of DNNBoT are achieved at 90.71% and 
90.54%, respectively [24]. Likewise, the best 
training and testing accuracies of PCCNN 

are 99.34% and 98.64%, respectively [25]. 
On comparing these values, the proposed 
model shows better performance in the de-
tection of attacks in IIoT.
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Conclusion
To detect attacks in IIoT, a novel TS-
RBDMS model has been proposed in this 
work. (i) feature selection, (ii) clustering, 
and (iii) classification are the operations 
undergone by the system. After that, the ex-
perimental evaluation is performed; here, 
to validate the proposed model’s efficacy, 
the performance along with a comparative 
analysis of the proposed is done in com-
parison with the prevailing methodologies 
regarding certain performance metrics. 
Several uncertainties along with attacks 
are recognized accurately by the proposed 
model. For the evaluation, UNSW-NB15 
and DS2OS datasets are utilized. In this, 
the proposed TS-RBDMS attained an ac-
curacy of 99.68% for UNSW-NB15 and 
99.70% accuracy for DS2OS datasets, in 
that order. Therefore, to detect cyber-at-
tacks in IIoT, major support was provided 
by the proposed framework. But the model 
shows low energy efficiency in real-time 
data sensing time. So, the work may con-
centrate on the data security process for 
non-attacked data, and energy efficien-
cy will be concentrated on real-time data 
sensing time in the future.
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