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Editorial

Scientific publishing has brought many challenges to authors. With increasing 
number of scientific journals, varying scopes, reviewing requirements, and cost of 
publishing to authors, finding the right journal to publish an article is a decision 
many authors must bitterly confront and resolve. The publication of scientific 
findings is an integral part of the life of researchers. The process of publishing has 
evolved to become an efficient system of decimating knowledge and collaboration 
among scientists. Science journals have institutionalized procedures to manage 
large volume of article submissions per year. In many cases, journals began to 
define narrower scopes for a dual purpose: managing submissions and delivering 
outstanding research. 

Based on recent studies, the scientific publishing world consists of more than 
25 thousand active journals in various disciplines and fields. Science Direct hosts 
3,348 journals (as of February 2014). The Directory of Open Access Journals lists 
in its search engine more than 9,800 open access online journals. 

According to recent estimates, the number of scientific journals grows by 3% 
per year worldwide. With this large number of journals, journals may find it harder 
to stay afloat. 

In its inauguration, the board of editors is honored to introduce to the scientific 
community the Journal of Engineering and Applied Sciences - JEAS, another 
scientific journal from Majmaah University. The board has pledged a commitment 
to JEAS authors and readers to bring the most dynamic and vibrant journal 
management with better satisfaction. 

Dr. Mohamed Alshehri
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Network Intrusion Detection Approach using Machine Learning 
Based on Decision Tree Algorithm

Abstract

Computer security, as well cyber security, is safeguarding information systems from stealing, 
destruction, and misusing computer hardware, software, data, and the delivered services. In general, 
machine learning is the area of studying, which grants a computer system to grasp, although not 
explicitly programmed. Often, anomaly-based Intrusion Detection Systems (IDS) experiences high 
false alarms rates (FAR), and since many different mechanisms are used by the researchers to protect 
the system from high false alarms and least detection rates, the challenge is to reduce high false 
alarms and achieve high detection rate is remain, and therefore; a new approach need to be applied. 
The objective of this study is to specify a network traffic technique to distinguish the normal from 
abnormal attacks, and also, to use specific algorithm to reduce the high false alarms rate (FAR). The 
dataset used in this study is NSL-KDD, where the data are divided into two parts (60%) for training 
and (40%) for testing. The results show that the decision tree (DT) algorithm achieved high detection 
rate (DR) and low false alarms rate (FAR) in comparison with other machine learning algorithms. 
This study achieved rate of detection for random tree about (99.7%) and for J48 about (99.8%), but 
for naïve Bayes about (86.8%). Also, the rate of false alarm for random tree about (0.2%) and for J48 
about (0.3%), but for naïve Bayes about (6%), and hence the researchers concluded that the decision 
tree algorithm accomplishes high detection rate (DR), and low false alarms rate (FAR) compared to 
other algorithms of machine learning.
Keywords: 
Decision Tree Algorithm; NSL-KDD dateset; Anomaly Detection
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1. Introduction

As the size and class of electronic network 
attacks increase, it becomes tough to dis-
cover intrusion into the network of inter-

ests. Advanced persistent threats (APTs) 
became a greater threat to all companies 
and nation states. Cybercriminals are still 
using more refined technologies to illic-
itly access systems, and corporations and 
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staff are increasingly to adopting new, 
more refined technologies and networks 
in the workplace. All these elements con-
siderably hinder the mission of defending 
the network and trends suggest that these 
problems are possible to be extended over 
time. Fighting these difficulties need total-
ly different tools and strategies to discover 
and defend attacks.
Decision tree is a method from the sphere 
of data mining, can help in this mission. 
Decision trees give distinctive views into 
the matter of recognizing malignant activ-
ity and may help to create technology-spe-
cific techniques to prevent attacks [1].
Computer security, as well as cyber or IT 
security, is guarding information systems 
from stealing or destructing to the soft-
ware, hardware, or information on them. 
In addition, it protecting from perturbation 
or misusing of the IT services they deliver. 
The type of attacks, such as buffer over-
flow, teardrop and ping of death [2]. 
The Intrusion detection system (IDS) is 
defined as a system for discovering intru-
sions which making an attempt to misuse 
the data or computing resources of a com-
puter system. It has two detection models 
include signature based IDS and anomaly 
based systems [3].
The target of this research is to decrease 
the high rate of false alarms, and also to 
achieve high detection rate. With the aim 
of achieving this goal, the next points are 
set:
• Use specific algorithm to reduce the high 
false alarms.
• Specify an efficient technique to distin-

guish the normal from abnormal attacks.
The reset of this paper is organized as fol-
lows: section 2 represents the previous 
related works, section 3 denotes the pro-
posed approach, an explanation for the da-
taset, and the detection metrics that will be 
used, section 4 presents the experimental 
setup, section 5 shows the results and dis-
cussions, and finally section 6 is the con-
clusion. 

2. Previous Related Works

In [4] a study applied decision tree to ex-
plain how the decision tree algorithms are 
used to reveal attacks in result of students. 
It aims to make models for decision tree 
(DT), in order to detect abnormal circum-
stances mechanically in student results 
tests. The results of this research achieved 
reasonable performance in the evaluation, 
namely in accuracy, sensitivity and 
specificity. 
In [5] a study anticipated novel machine 
learning algorithms for declining false pos-
itives alarms in intrusion detection system 
(IDS). This work aims to state necessary 
entering attributes for structuring consort 
intrusion detection system (IDS), which is 
cost-effective. The results of this research 
show that the intended approach reduces 
the quantity and ratio of false positives, 
and poise detection rates (DR) for several 
types of network intrusions. 
In [6] a study developed intrusion detec-
tion system (IDS) to detect attacks in 
computer networks. This work aims to 
analyze KDD99 test dataset by utilizing 
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particular algorithms of machine learning 
like J48, random tree, Bayes net, random 
forest to identify these algorithms preci-
sion throughout categorizing attacks to 
wide-ranging classes. The results of this 
work explained that the random tree and 
random forest algorithms are the utmost 
effective in acting the classification on 
test dataset. As well, it depicted that CFS 
method for decreasing the detection time 
and increases the accuracy rate. 
In [7] a study introduced the involvement 
of the four attributes categories in terms 
of evaluating detection rate (DR) and false 
alarm rates (FAR) metrics. This research 
studied NSL-KDD dataset in perspective 
of four attributes classes rather than be-
havior of specific attribute. The research 
showed that it can assist dataset appro-
priateness, in which greater detection rate 
(DR) is gained with a lowest false alarm 
rates (FAR). The shortcoming of this study 
it does not suitable for online intrusion 
detection. 
In [8] a new study uses different classifica-
tion algorithms to discover the anomalies 
in the network traffic patterns. This work 
aims to utilize and analyze the NSL-KDD 
dataset to study the capacity of various 
classification algorithms in realizing the 
abnormalities in patterns of network 
traffic.
In [9] study explained effective approach 
for detection and classification of lung 
cancer-related CT scan images into benign 
and malicious category. This work aims 
to apply image processing and machine 
learning approaches for detection and clas-

sification of lung cancer. The results of this 
work found that accuracy of MLP classifi-
er is higher with value of 88.55% in com-
paring with the other classifiers.
In [10] study provided confidentiality to the 
user while utilizing cloud-based web ser-
vices. This work aims to suggest DNA-
based encryption/decryption technique to 
embed the confidentiality in the communi-
cation between client and the cloud service 
provider. The results of this work observed 
that DNA-based encryption/decryption 
technique gives the option to selectively 
encrypt only the confidential information 
rather that the whole information as in the 
case of SSL.

3. Proposed Approach based on 
Decision Tree Algorithm

The proposed approach based on Decision 
Tree algorithm follows the next pseudo 
code:
Step 1: Load the dataset into Weka.
Step 2: Apply pre-processing on the 
dataset.
Step 3: Divide the dataset into two labels 
called basic and traffic respectively.
Step 4: Calculate detection metrics 
(DR, FAR)
Step 5: Classify the behavior if it is normal 
or anomaly.
Step 6: Apply the decision tree algorithm.
Step 7: Evaluate detection metrics.
As well, it involves the following 
subsequent phases, as shown in Fig.1:
1. Dataset loading
2. Pre-processing
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3. Features extraction and selection
4. Calculating detection metrics
5. Classification of behavior
6. Applying decision tree
7. Evaluation

Fig.1. The Proposed Approach based 
on Decision Tree Algorithm

The researchers use the decision tree algo-
rithm for attack detection and reduce false 
alarms rate  and to apply decision tree al-
gorithm they following many steps include  
dataset loading in this phase we load  the 
dataset in Weka workbench and the dataset 
will utilized in this paper is NSL-KDD da-
taset, pre-processing this phase is no need 

for pre-processing to be applied on the 
data used in this paper, in the feature ex-
traction and selection phase they divide the 
both KDDTest+.arff and the KDDTrain+.
arff  into two labels called basic and traffic 
respectively. In calculating detection met-
rics phase, it calculates accuracy, Detec-
tion Rate (DR), False Alarm Rate (FAR), 
precision, and F-score. Indeed, these met-
rics are attained from the four principal 
components of a classification algorithm 
results that are presented in confusion ma-
trix form, which demonstrates the actual 
instance classes versus predicted 
classes[11].  As presented in the table 1 be-
low, these components are true negative 
(TN) component, false negative (FN) com-
ponent, false positive (FP) component, and 
true positive (TP) component. In the clas-
sification of behavior phase, the research-
ers classify the behavior if it is normal or 
anomaly, and to perform this phase they 
apply the decision tree algorithms 
(J48, Random tree). In the reducing false 
alarms phase, the researchers apply the de-
cision tree algorithm for reduce the false 
alarms rate and compare it with naïve 
Bayes to observe the effect of algorithms 
in reducing false alarms rate. The last 
phase is evaluating detection metrics, and 
in this phase the researchers evaluate the 
system depend on the rate of false alarms 
and detection for the decision tree.
To evaluate the gained results, the re-
searchers need to calculate the accuracy, 
DR, FAR, precision and F-score. All these 
metrics are derived from the four basic 
result elements of any classification algo-
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Table 1. Confusion matrix for IDS

Table 2. Classes of KDD dataset attributes

rithm presented in the form of confusion 
matrix, which illustrates as in table 1. 

Confusion Matrix Predicted Instances
Normal Anomalous

 Actual
Instances

Normal TN FP
Anomalous FN TP

2.1 NSL – KDD Dataset
NSL-KDD is a dataset offered to settle 
several of the ingrained matters of KDD99 
dataset. While this version of KDD data-
set experiences amount of the problems, 
mentioned by McHugh, that is not perfect 
illustrative of surviving actual networks 
due to the lack of universal datasets for 
network IDS, it widely used proficiently as 
benchmark dataset. Furthermore, the size 
of records of the NSL-KDD for train data-
set and test dataset is suitable. Therefore, 
it is probable to apply tests for the whole 
dataset. The existing attack types of NSL-
KDD dataset are: DOS, probing, U2R and 
R2L [12]. The NSL-KDD dataset holds the 

succeeding benefits compared to authentic 
KDD dataset:
•  There are no repeated records in the train 
dataset, and hence; the classifier will not 
be prejudiced to many of repeated records.
•  There is not any repetitive record in the 
planned test sets; so, learners’ performance 
is not aligned with strategies that have 
higher detection rates in repeated records.
•  The number of chosen records from 
every problem level collection is reverse-
ly related to the amount of records in the 
original KDD dataset. 
•  The numbers of records in the train data-
set and test dataset are satisfactory, which 
keeps it reasonable to perform the experi-
ences over the whole records, not to arbi-
trarily pick slight share. 
NSL-KDD training dataset involves 
4,900,000 single association vectors, each 
has 41 features, and classified as; either 
normal, or an attack. Table 2 shows the 
class of all 42 attributes of NSL-KDD
dataset.

No. Label Attribute Name No. Label Attribute Name

1 B duration 22 T is_gust_login
2 B protocol_type 23 T Count
3 B services 24 T srv_count
4 B flag 25 T serror_rate
5 B src_bytes 26 T srv_serror_rate
6 B dst_bytes 27 T rerror_rate
7 B land 28 T srv_rerror_rate
8 B wrong_fragmentt 29 T same_srv_rate

9 B urgent 30 T diff_srv_rate
10 B hot 31 T srv_diff_host_rate
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No. Label Attribute Name No. Label Attribute Name

11 B Num_faile_logins 32 T dst_host_count

12 B logged_in 33 T dst_host_srv_count

13 B num_compromised 34 T dst_host_same_srv_rate

14 B root_shell 35 T dst_host_diff_srv_rate

15 B su_attempted 36 T dst_host_same_src_port_rate

16 B num_root 37 T dst_host_srv_diff_host_rate

17 B num_file_creations 38 T dst_host_serror_rate

18 B num_shells 39 T dst_host_srv_serror_rate

19 B num_access_files 40 T dst_host_rerror_rate

20 B num_outbound_cmds 41 T dst_host_srv_rerror_rate

21 B is_hot_login 42 - Class

2.2 Detection Metrics
This research utilized accuracy, detec-
tion rate (DR), precision, false alarms rate 
(FAR), F-measure, and recall as main de-
tection metrics, which are based on calcu-
lating true positive (TP) rate value, false 
positive (FP) rate value, true negative (TN) 
rate value, and false negative (FN) rate val-
ue. True positive (TP) rate value denotes 
instance that is truly an attack, and classi-
fied correctly as an attack. FP represents 
those instances which are actually normal 
but classified as an attack. False positive 
(FP) rate value expresses instance that is in 
reality an attack, but classified wrongly as 
a normal. Where, true negative (TN) rate 
value symbolizes instance that is a normal, 
and classified as a normal, as well [13]. 
Accuracy represents how many instances 
were correctly classified, while precision 

represents out of all the instances classified 
as attacks, and how many were actually an 
attack. Recall represents how many attacks 
were correctly classified, percentage of at-
tacks caught [14].
False alarm rate (FAR) is defined as the 
rate at which normal instances are wrong-
ly classified as abnormally. Detection rate 
(DR) defines the proportion of accurately 
forecasted attacks to the whole number of 
real attacks. F-measure is defined as the 
coordinated mean of detection rate (DR) 
and the precision value. 

4. Experimental Setup
 
This paper purposes to study and explain 
the function of 41 attributes of NSL-KDD 
dataset, and to utilize decision tree (DT) 
algorithm on detection rate (DR) and false 
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alarm rate (FAR) for Intrusion Detection 
System (IDS) with relevance to two attrib-
utes class labels as in table 3.

Attribute class Abbreviation Attributes
Basic B 1 – 21
Traffic T 22 – 41

Table 2. Classes of KDD dataset attributes
Table 5. Result set for naïve Bayes algorithm

Table 6. Result set for Random tree algorithm

Table 7. Result set for j48 algorithm

Table 8. Detection rate (DR) for random tree, j48 
and naïve Bayes algorithms

The machine used in this research is HP 
laptop with 32 bit windows 7 
operating system, corei3 and 4GB RAM. 
Furthermore, Weka 3.6.9 environment to 
implement the algorithms. 
The NSL-KDD dataset was chosen for this 
experimental study whose attributes are 
tagged in two categories as present in table 
3, where the data are divided into two parts 
(60%) for training and (40%) for testing. 
And this dataset we can find in 
(http://github.com/defcom17/NSL-KDD).
This dataset holds a number of prepara-
tions, thus that its records is categorized 
into binary categories, such as normal/
abnormal, or in one of five categories like 
normal, user to root (U2R) attack, denial 
of service (DOS) attack, probe attack, and 
, remote to local (R2L) attack. This study 
deals with the binary classification dataset 
detailed in Table 4.

Normal 
Class

Instances

Anomalous 
Class

Instances

Total

KDDTrain+ 67343 58630 125973
KDDTest+ 9711 12833 22544

Table 4. Instances of NSL-KDD dataset

5. Results and Discussions

The results are presented as of confusion 
matrix of the three arrangements of data-

sets in Table 5 for naïve Bayes, Table 6 for 
random tree and Table 7 for J48.

No Attribute 
class 

combination

Naïve Bayes

TN FN FP TP

1 BT 25362 3090 1626 20311
2 B 26675 9544 313 13857
3 T 24286 3267 2702 20134

No. Attribute 
class 

combination

Random tree

TN FN FP TP

1 BT 26931 67 57 23334
2 B 26766 119 222 23282
3 T 26735 299 253 23102

No Attribute class 
combination

J48

TN FN FP TP
1 BT 26895 50 93 23351
2 B 26757 124 231 23277
3 T 26728 202 260 23199

The outline of results for DR is present-
ed in Table 8 and for FAR is presented in 
Table 9. The essential measures applied in 
this paper are detection rate (DR) and false 
alarm rate (FAR). The classification results 
in detection rate (DR) and false alarm rate 
(FAR) form for the three cases of attribute 
classes mixtures are shown for Random 
tree, J48 and Naïve Bayes classifiers.

No. Attribute class
 combination

Detection Rate (%)
Random 
tree

Naïve 
Bayes

J48

1 BT 99.7 86.8 99.8
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No. Attribute class
 combination

Detection Rate (%)
Random 
tree

Naïve 
Bayes

J48

2 B 99.5 59.2 99.5
3 T 98.7 86 99.1

Table 9. False alarms rate (FAR) for random tree, j48 
and naïve Bayes algorithms

Fig. 2. Detection rate (DR) distributions for Random 
Tree, J48 and Naïve Bayes Algorithms

No. Attribute class 
combination

False Alarms Rate (%)

Random 
tree

Naïve 
Bayes

J48

1 BT 0.2 6 0.3
2 B 0.8 1.2 0.9
3 T 0 .9 10 1

Fig. 2 and Fig. 3 present plots for the three 
classification algorithms with respect to 
one and two labeled attribute combina-
tions respectively.

Taken into account the analysis of DR, 
Fig. 2 plot depict the DR for basic, traffic 
and BT attribute label combination. The 
random tree and J48 represent high detec-
tion rate for basic, traffic and BT labels 
but the naïve Bayes has low detection rate 
for three labels. Hence it can be concluded 
from Fig. 2 that the random tree and J48 
have important contribution to achiev-
ing high detection rate (DR), whereas the 

naïve Bayes achieving low detection rate 
(DR).

Fig. 3. False alarms rate (FAR) for Random Tree, J48 
and Naïve Bayes Algorithms

Taken into account the analysis of FAR, 
Fig. 3 plot depicts the FAR for basic, traf-
fic and BT attribute labels combination. 
The random tree and J48 represents better 
FAR for basic, traffic and BT labels than 
Naïve Bayes. Hence it can be concluded 
from Fig. 3 that the random tree and J48 
have significant contribution towards the 
reduction of the FAR whereas the naïve 
Bayes increase the FAR.

6.Conclusion 

The fast advancement of data mining al-
gorithms and strategies has led to machine 
learning shaping a distinct field of tech-
nology. It can be seen as a subclass of the 
artificial intelligence field, where the most 
important plans are the ability of a system 
to learn from its own activities.
Decision tree (DT) be attached to a class 
or category of supervised learning algo-
rithms. In contrary to disparate supervised 
learning algorithms, decision tree (DT) 
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algorithm is applied to resolving classifi-
cation and regression problems, too. NSL-
KDD dataset is one of the commonly ex-
ercised datasets for performance testing 
of Intrusion Detection System (IDS). In 
this paper, researchers used decision tree 
(DT) algorithm to achieve high detection 
rate (DR) and low false alarms rate (FAR). 
They applied decision tree algorithm and 
naïve Bayes on Weka.  The decision tree 
achieved better FAR for basic, traffic and 
BT labels than Naïve Bayes. Also, the de-
cision tree gained high detection rate for 
basic, traffic and BT labels but the naïve 
Bayes has low detection rate.  Hence, they 
conclude with that the decision tree (DT) 
algorithm achieved high detection rate 
(DR) and low false alarms rate (FAR), 
which is better than other algorithms of 
machine learning.
In the future work researchers recommend 
applying other machine learning algorithm 
for five classes (normal, U2R, R2U, DOS 
and probe) to reduce the false alarms rate.  
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The Use of SNP Genotyping for QTL/ Candidate Gene 
Discovery in Plants

Abstract

Many plant species have been sequenced, which has enabled the identification of DNA sequence 
variations such as novel single-nucleotide polymorphisms (SNPs). SNP-based genotyping 
technologies have been developed over the last decade and play important roles in detecting SNPs in a 
cost and time effective manner, thereby facilitating plant genetic and genomic studies. The availability 
of genome and genetics resources and increase in sequencing data has led to SNPs discovery and 
array development using various approaches in many plant species. The development of SNP arrays 
for genotyping requires three steps: identification of a large number of SNPs, validation, and final 
selection. The discovery of SNPs and array development at various densities have been successfully 
developed and utilized in many diploid and polyploid plant species. SNP genotyping arrays have 
been useful for many applications such as cloning, association mapping, analyses of species diversity, 
evolution, genomic selection, and comparative genomics. The assaying of large segregating or mutant 
populations with an SNP array allows the accurate, efficient, and rapid determination of the genotypes 
of many individuals and genetic variations. Genotyping assays are an efficient way of generating 
a vast amount of genotypic data in crop species to produce highly informative SNPs for marker-
assisted selection in breeding programs as well as functional genomic studies. This review highlights 
the SNP genotyping in the application of identification of SNPs in the discovery of quantitative trait 
locus (QTL) or candidate genes for important crop traits and dissection of other complex traits.
Keywords: 
Single-Nucleotide Polymorphisms; Genotyping; Quantitative Trait Locus; 
Candidate Genes; Crop Plants
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1. Introduction

Genotyping is the process of determining 
the differences in DNA sequence between 
individuals. It involves the generation of 
allele-specific products and identification 
of the status of genotypes. Genotyping has 
become extremely important in association 
studies to determine genes or sequence var-
iants linked to specific traits or diseases. It 

is also essential for gene mapping, analy-
ses of species diversity and evolution, and 
marker-assisted selection [1]. Genotyping 
studies can be designed to identify DNA 
sequence differences at the single-nucle-
otide polymorphism (SNP) level. Hence, 
SNP genotyping is now widely applied 
in plant research such as candidate genes 
discovery, quantitative trait locus (QTL) 
analysis, linkage mapping and compara-
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tive genomics [2].
A single nucleotide polymorphism (SNP) 
is defined as single base-pair change at 
specific position in the genome and the 
most common genetic variations in plant 
genomes. SNP allelic variations in a popu-
lation are often associated with a particular 
trait phenotype [3]. Therefore, SNPs have 
potential to be used as markers for genetic 
studies in functional genomics and 
breeding [4].
It has been reported that the frequency of 
SNPs in plant species is about 1 SNP in 
every 100–300 base pairs [5]. For instance, 
37,000 SNPs have been identified in Arabi-
dopsis Columbia (Col) and Landsberg 
erecta (Ler) [6]. This provides powerful tool 
for genotyping assays enabling these SNPs 
to be associated with of economically im-
portant traits [6].   
The development of genomic and bioin-
formatic databases in plant species has 
dramatically increased the identification 
of SNP polymorphisms and scoring of the 
variation in specific targets. More impor-
tantly, a large number of potential SNPs 
and their surrounding sequences would 
provide a foundation for highly multi-
plexed automated genotyping analysis [7]. 
The availability of genomic resources per-
mits the identification of SNPs and their 
association with particular phenotype in 
which it can be employed for marker-as-
sisted selection and candidate gene ap-
proach [8, 9].

2.SNP array development and selection

SNP arrays called “SNP chips” are a type 
of DNA microarray designed with a large 
number of SNPs (up to one million). This 
approach involves high-throughput ge-
nome scan providing a time and cost-ef-
ficient tool for genotyping individuals at 
millions of different positions across the 
genome [10]. These arrays have become 
commonly used in plant genetic studies 
such as gene mapping, genome-wide asso-
ciation, genomic selection, etc. [11].
The completion of human genome se-
quencing and genotyping arrays were in-
itially developed in human before other 
organisms. The SNP Genotyping has been 
a powerful tool for comprehensive ge-
nome-wide association studies in human [1]. 
It also has significant impact on the genetic 
analysis of human disease and cancer. This 
facilitated understanding complex diseas-
es and further characterized the human 
genome [2]. In addition, SNP genotyping 
was also played a role in animal genetic 
and breading studies such as in genome 
selection and identification of disease re-
sistance genes [3]. However, the genotyping 
array is still limited to certain plant species 
and challenging due to the genome nature 
and size. SNP identification and calling is 
more difficult and complex. Even though 
the level of diversity and functionality in 
plant species compared to animal and hu-
man, there is still ongoing works on adopt-
ing this technology for functional genom-
ics studies [4].
Various approaches have been used to 
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identify SNP genotyping arrays in many 
plant species depending on the availabil-
ity of genome sequences and genomic/
genetic resources. The primary method is 
the direct sequencing of DNA fragments. 
This is the most reliable approach and has 
been proven to successfully detect SNPs 
in many organisms [12]. It is appropriate 
when sequence information is limited or 
when polymorphisms of interest in a spe-
cific genotype or candidate gene are being 
investigated [13]. Direct sequencing can be 
used as a validation tool to differentiate true 
polymorphisms from sequencing errors. 
This requires the sequencing of enough 
individuals to achieve sufficient the accu-
racy and coverage to distinguish real SNPs 
from sequencing artifacts [7, 14]. However, 
this is generally costly and time-consum-
ing and is impractical for large-scale ge-
netic studies.
The mining of expressed sequence tags 
(ESTs) have also been used for identify-
ing   SNPs. ESTs are short sequences of 
cDNA. The number of identified ESTs 
range from tens of thousands for species 
that have been little investigated to over 
a million in well studied plant species 
[15]. For instance, in Arabidopsis, 1.5 mil-
lion ESTs have been identified, whereas 
in Brassica species; namely B. napus, B. 
rapa and B. oleracea 643,944, 213,605 and 
179,213 have been identified, respective-
ly. The EST sequences provide sufficient 
redundancy for screening of the presence 
of polymorphisms using bioinformatic 
analysis tools, allowing subsequent iden-
tification of SNPs polymorphism [16]. This 

approach mainly provides limited SNPs 
located only in transcribed regions (cod-
ing and UTR regions), resulting in a small 
number of SNPs, but it offers a low-cost 
source of informative and abundant SNPs 
and high quality sequence data.
RNA sequencing (RNA-seq) is another 
cost effective approach for SNPs discovery 
within coding regions of the genome[17]. 
It can be used to identify SNPs in the tran-
scriptome and help to reduce genome com-
plexity. Geraldes, Pang [18] were able to 
identify over 0.5 million putative SNPs 
in 26,595 genes in Populus trichocarpa. 
RNA-seq has been found to provide more 
accurate functional annotation due to the 
enrichment of expressed genes, but, it has 
not been widely used due to its cost and 
laboriousness [19].
The most comprehensive approach for dis-
covering SNPs is next-generation sequenc-
ing (NGS). It provides cheap and reliable 
large-scale SNPs identification. SNPs 
discovery by NGS is not limited to pro-
tein-coding sequences leading to the iden-
tification of SNPs widely distributed across 
the genome and enabling determination of 
the correlation between phenotypes and 
SNPs in non-coding regions. This has en-
abled the discovery of thousands of SNPs 
in closely related species [20].  NGS-derived 
SNPs have been reported in many plant 
species [21-23]. SNPs identification by NGS 
requires a complete genome sequence as 
a reference, although it can be achieved 
without a full reference sequence using de 
novo read assembly mapping [23,24] . The 
genome sequences of a number of plant 
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species with relatively small genome are 
available as suitable reference genomes [25].
Genotyping-by-sequencing (GBS) has 
newly emerged as approach for se-
quence-based genotyping. The strength of 
this approach is that sequence polymor-
phism [mainly SNPs] and genotyping are 
completed at the same time. This approach 
enables the search for SNPs and presence/
absence variations in diverse species with 
and without reference genomes [26, 27]. 
This approach has been demonstrated to be 
robust across a range of species and pro-
ducing high number of molecular markers 
[28]. However, it is limited in terms of the 
number of individuals for whom NGS data 
are available, requires bioinformatic anal-
ysis, and is technically challenging [4].
With the advancement of sequencing tech-
nologies and SNP discovery approaches, 
computational tools and databases for SNP 
markers have been developed such as Au-
toSNPdb [29], TreeSNPs [30], dbSNP [31], and 
NABIC SNP [32]. Such databases provide 
more detail about SNP sequences, names, 
gene definitions, locations, functions, and 
associations among others.
The development of SNP arrays requires 
three steps: identification of a large num-
ber of SNPs, validation, and final selec-
tion. The discovery of SNPs aims to identi-
fy as many SNPs as possible. This requires 
background of bioinformatics analyses, 
including sequence or reads mapping or 
alignment, reads trimming, SNPs calling,  
and SNPs filtering [11, 33]. SNP arrays can 
also include SNPs developed from spe-
cific gene sequences “candidate genes of 

interest” selected from databases. Various 
SNP analyses can yield different numbers 
of variants among species [34]. Therefore, 
SNP validation is essential to select true 
SNPs polymorphisms and to decrease the 
false positive SNPs.
Given that sequencing data remains prone 
to inaccuracies at rate as high as one error 
every 100 base pairs [35]. SNPs selections 
can be significantly improved by increase 
the stringency of SNPs detection and 
meeting the requirement of accurate SNP 
calling [36]. A number of important filtering 
criteria should be considered including the 
following:
(1) Information of the SNP flanking se-
quences is a key element. This refers to se-
quence length on either side of the SNP, for 
instance, 50 bp for Illumina. There should 
be no SNPs present within 50 bp on either 
side of the SNP.
(2) Sequence depth over the entire map-
ping assembly. A minimum sequence /read 
depth per individual/genotype represents 
less sequencing error at SNPs.
(3) The allele depth defined as a number 
of different sequences in which an allele 
appeared for both variant and reference al-
leles. SNPs were selected where the minor 
allele was present in more than one geno-
type. SNPs present in less than two geno-
types are excluded.
(4) The general considerations for array 
SNP selection include the presence of re-
petitive or palindromic sequences, GC 
content, SNP depth, SNP types and SNP 
frequency.
(5) Location and distribution of SNPs 
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throughout the genome and their genetic 
effects. 
(6)  Minimum quality score measuring the 
probability that a base is called incorrectly.
(7)  Minimum coverage of reads, support-
ing the presence of the allele in a given 
SNP.
(8) Maximum coverage of reads, which 
should be less than the average read depth 
of all SNPs.
(9) Average copy number of the SNP flank-
ing region, which should be less than two.
(10) Sequences with more than 4 SNPs per 
100 bp should be removed to avoid select-
ing any SNPs located in hypervariable 
regions.
Furthermore, during selection, SNPs can 
be classified according to their physical 
position on the chromosomes and best 
Blast hits. According to their relative lo-
cation, SNPs are classified into different 
categories because they are part of coding 
sequences, within exons, introns, between 
exons or within promoter sequences. This 
would help to integrate the information 
with existing genetic mapping for further 
genetic studies.
The majority of SNPs are most likely to be 
false positive, leading to SNPs being un-
determined or incorrectly genotyped [37]. 
filtering criteria for SNP selection and re-
duction of genomic complexity would in-
crease the SNP genotyping efficiency by 
achieving a higher proportion of correct-
ly genotyped SNPs relative to incorrectly 
genotyped ones [37].
Approaches for SNP identification involv-
ing the discovery and validation of pre-

dicted SNP polymorphisms have been op-
timized and developed for simple genomes 
in diploid plant species [13, 38]. However, 
SNP identification in polyploid crops with 
complex genomes has remained very chal-
lenging. The higher levels of genome com-
plexity and presence of polymorphisms 
between subgenomes in polyploid crops 
constitute major additional challenges for 
SNP prediction [2].
Polyploidy is extremely common in the 
plant kingdom, particularly, in important 
crops such as potato 
(Solanum tuberosum L.), alfalfa 
(Medicago sativa L.), durum wheat 
(Triticum durum Desf.), cotton 
(Gossypium hirsutum L.) and canola 
(Brassica napus). The major concern with 
plant species is the complexity of their ge-
nomes, due to highly repetitive sequence, 
homologous genome and intragenomic du-
plication. These factors influence the effi-
ciency of SNPs identification and impede 
the accurate discrimination of candidate 
SNPs between homologous and paralo-
gous sequences. In polyploid species, it 
is very common to find polymorphic SNP 
within a single genotype due to the pres-
ence of either homoeologous loci from 
individual subgenomes or paralogous loci 
from duplicated regions of the genome [12]. 
In Brassica napus, most polymorphisms 
between subgenomes are homoeologous 
making it difficult to assign them to the A 
or C subgenome [Kaur et al., 2012]. Hence, 
stringent mapping parameters are often es-
sential to avoid false SNP calls [11, 39].
Polyploid species are characterized by a 
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large genome size and complex structure, 
consisting of subgenomes of two homol-
ogous genomes from progenitor diploid 
species. They also contain high level of 
repetitive DNA sequences. For example, 
Brassica napus is an allotetraploid that has 
undergone extensive duplication events 
over the course of evolution.  High levels 
of intragenomic duplication lead to sig-
nificant intragenomic sequence paralogy 
and a complex gene family. Owing to this 
genome duplication, a gene could have a 
second copy at another position in the ge-
nome [40]. Therefore, duplication events in 
Brassica influence the alignment compari-
son process of NGS sequencing assembly 
and SNPs calling. Thus, there is a need for 
rigorous discrimination between the origin 
of identified SNPs [2]. Maize is an ancient 
polyploid species with large regions of 
genomic duplication.  It has been shown 
that a considerable number of SNP mark-
ers have a pattern of shifting of the clusters 
to one side or five clusters. This is indic-
ative of detection of more than one locus 
that correspond to the duplicated regions 
identified in the maize genome [14].
The discovery of SNPs and array develop-
ment at various densities have been suc-
cessfully achieved and applied in many 
diploid and polyploid plant species [34]. 
Examples of these include wheat 20K, 
820K and 660K SNP arrays [41-43], Maize 
600K SNP array [44], Brassica napus  60K 
and 6K SNP arrays [45, 46], rice 700K SNP 
array [47], Apple 8K and 480K SNP array 

[48,49] , peanut 58K SNP arrays [50], straw-
berry 90K SNP array [51], sugarcane 345K, 

76K and 84K SNP arrays [52-54], cotton 63K 
SNP Array[55] and oat 6K SNP array [56]. 
However, there are additional obstacles to 
SNP identification and utilization for gen-
otyping in polyploid species, so this field 
of study has progressed slowly due to the 
complex nature of the genomes and poly-
ploid inheritance [11, 57]. 
Against this background, to reduce the ge-
nome complexity, additional genetic infor-
mation about progenitor relationships with 
allopolyploid specie is extremely useful 
to assist in discriminating SNPs polymor-
phism through the ability to compare poly-
ploid-derived sequence genotypes to dip-
loid counterparts in which strict alignment 
and assembly criteria should be applied [2].
SNP arrays have significantly accelerat-
ed the molecular studies in plant genom-
ics. As a large number of SNP array plat-
forms have been developed, there are still 
demands to address their limitations. The 
efficiency and accuracy of genotyping rate 
is still a challenging. SNP selection and 
validation requires careful consideration 
to increase the success rate and to produce 
high proportions of correctly genotyped 
SNPs. Another issue is the number of in-
formative polymorphic SNP in a popula-
tion. Only a small number of SNPs can be 
suitable for further analysis as the majority 
of SNPs cannot be detected, genotyped or 
being monomorphic. This is due to sig-
nificant numbers of false positive SNPs. 
Moreover, the level of sequence diversity 
and structural genome variations including 
translocations and copy number variation 
may reduce both the efficiency of SNP dis-
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covery and the ability of correctly identify-
ing the allelic state of each individual [58, 59]. 
The main drawback of SNP arrays is that 
they still remain expensive. There is a huge 
cost associated with design and validation 
of the array. The array technique requires 
specific equipment and high labour cost, 
Thus resulting in the limit use by most re-
searchers. Commercially available SNP 
arrays with variable number of fixed SNPs 
have a limited use and cannot be modified. 
They are often customized to be specific to 
certain species or populations [4].
With recent advancements of sequencing 
technologies, SNPs prediction and val-
idation by sequencing could replace the 
genotyping arrays. The genotyping arrays 
are species-specific, expensive to design. 
It only covers all known SNP variants and 
not intended to discover rare or novel var-
iants. In contrast, sequencing generates 
more coverage and the entire genome is 
scanned to find and genotype new SNP 
variants. The sequencing approach is less 
expensive, more power and computational 
process is becoming more routine. In addi-
tion, sequencing is ideal for uninvestigated 
species with limited genomic resources. 
Sequencing is powerful tool for genetic di-
versity and genomic selection with speed 
and efficiency. In the future, sequencing 
could become more widespread and ideal 
option for SNP discovery for more genetic 
and genomics applications [5, 6]

3. SNP genotyping and candidate gene 
association

SNP genotyping arrays are a powerful ap-
proach to detect SNPs in a cost- and time- 
effective manner and more importantly fa-
cilitate genetic and genomic studies such 
as QTL mapping and association studies. 
The discovery of a vast number of SNPs 
provides an ideal makers for the novel 
SNPs array to study the genetic mapping 
of QTL associated with candidate genes [26, 

34, 60]. 
The candidate genes for particular traits 
in plants have been the particular focus in 
order to facilitate the reverse genetic ap-
proach and gene discovery or the identifi-
cation of gene polymorphism that could be 
useful for marker-assisted selection [55,61, 

62]. Thus, SNP discovery and genotyping 
in segregating populations with specific 
trait generally enable us to find a strong 
correlation between many more SNPs and 
genes controlling the trait in a population 

[2]. This approach can be successful if there 
is a known, strong functional SNP and 
phenotypic data and quantitative loci.
Cloning and characterization of candidate 
genes within QTL in plant genetics and 
breeding have been difficult and not fea-
sible through genetic mapping and map 
based cloning due to large genetic and 
physical distances of QTL,  low resolution 
of available genetic maps and complexity 
of the genome [63]. Conventionally, QTL is 
determined by linkage mapping approach-
es where two parents and their segregat-
ing population are screened for polymor-
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phisms associated with the trait of interest. 
The linkage of a particular region to a giv-
en phenotype can be determined by the fre-
quency of recombinants exhibiting pheno-
typic variations for a trait of interest [4]. In 
fact, SNP genotyping solves the problem 
of positional map cloning of a large num-
ber of candidate gene association studies 
in the case that many candidate genes are 
weak candidates with a low level of poly-
morphism. This is because candidate gene 
studies only examine one or a few SNPs 
which carry limited polymorphism infor-
mation on the overall population variation 
within that QTL. All above, if a certain 
region corresponds to a QTL, the gene 
may be a candidate gene. This approach 
could greatly facilitate the map cloning 
approach[64].
Recently, the mapping of QTL of inter-
est has been made possible by taking ad-
vantage of SNP genotyping technologies 
combined with NGS data. Candidate gene-
based approaches have been used for iden-
tifying SNPs for specific candidate genes 
which might provide connection between 
allele function and specific trait variations. 
In addition, scanning may be performed to 
identify regions associated with a particu-
lar phenotype, while gene-wide scanning 
for the SNP distribution and association 
to a segregating population would signifi-
cantly enhance large-scale efforts to iden-
tify all loci controlling multiple traits for 
crop improvement [7]. 
SNP genotyping plays an essential role in 
identifying a number of candidate genes 
/ QTL linked to important crop traits and 

dissecting other complex traits [65]. For ex-
ample, a candidate gene and QTL cluster 
associated with four fiber traits on chromo-
some A07 of cotton was identified [66]. In 
wheat, a candidate gene based SNP mark-
er was developed to determine the locus 
that controls resistance to leaf rust, stripe 
rust, and powdery mildew diseases [67]. In 
addition, a study by Wu, Zhao [68] found 
39 candidate genes linked to three loci 
DSRC4, DSRC6, and DSRC8 associated 
with resistance to sclerotinia stem rot in B. 
napus. Moreover, putative SNP markers 
were mapped to the marker flanking region 
linked to Fhb, a gene involved in resistance 
to fusarium head blight (FHB) disease [69]. 
This would enable fine mapping towards 
cloning of the Fhb1 gene. 
Many studies have been conducted to iden-
tify SNP markers linked to a QTL region to 
produce high resolution QTL and narrow 
down the target locus for the analysis of 
candidate genes. For example, a high-den-
sity SNP map gave a better resolution 
RFLP/SSR-based QTL by condensing two 
QTL regions for grain weight in rice with-
in 123 kb. Moreover, a few SNPs were 
functionally associated with the variation 
in yield [70]. In soybean, SNP genotyping 
narrowed down the QTL region for aphid 
resistance gene, Rag1 from 12 cM to 115 
kb with two linked SNP markers and addi-
tional candidate genes being identified [71]. 
In another study, SNP markers of candi-
date genes for flowering time in Brassica 
were identified. [72]. Also, Three QTLs for 
flowering time were linked to three SNPs 
in the promoter of the BrFLC2 gene caus-
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ing low expression. These markers facil-
itated comparative mapping between B. 
rapa and Arabidopsis. 
SNP genotyping arrays with a large number 
of SNPs are useful for the analysis of many 
traits or individuals at high genetic resolu-
tion, leading to candidate gene mapping. 
The idea is that SNP markers at candidate 
genes selected for their association with a 
phenotype are physically mapped and the 
genotypic data are compared across con-
trasting plant genotypes. Hence, a cluster 
of SNPs situated in a small physical dis-
tance within QTL region are most likely 
the potential candidate genes. This strate-
gy has a good advantage to the problems 
associated with map-based cloning and 
physical mapping [73, 74]. Taking advantage 
of SNP genotyping technologies combined 
with NGS data, candidate gene-based ap-
proaches have been used for the discovery 
of SNPs linked to candidate genes/QTL 
which might provide a direct correlation 
of allele function with specific trait 
variation [7].

4.Use of Illumina Infinium genotyping
assay as an example

High throughput SNP genotyping plat-
forms have been developed to assay up to 
1 million SNPs which played a decisive 
role in the success of genomic studies. 
Many SNP genotyping platforms are cur-
rently available commercially such as Il-
lumina GoldenGate and Infinium, TaqMan 
or GeneChip from Affymetrix. These tech-
nologies can be applied to genotype SNP 

markers and require a preliminary step of 
SNP discovery, technical expertise and an 
expensive laboratory set-up.
The Illumina Infinium assay is a whole-ge-
nome SNP genotyping assay that has been 
proven to be successful and efficient for 
many plant crops [23, 45, 75]. It is capable of 
multiplexing from about 6,000 up to 1 
million SNPs. It enables genome-wide 
analysis offering an ideal method to iden-
tify candidate polymorphic SNPs for QTL 
mapping. The Infinium assay develops 
BeadChips with customized SNP content. 
Each SNP locus is assayed and analyzed 
independently for each sample yielding 
high intensity estimate and accurate gen-
otype calls.
In this paper, we briefly describe the use of 
6K B. napus custom SNP array with 5306 
SNPs as implemented in the Infinium as-
say [Illumina Inc., San Diego, USA]. De-
tails of the array and the Infinium assay are 
described previously 
[Dalton-Morgan et al., 2014]. These SNPs 
were distributed over the 19 chromosomes 
of B. napus genome. This array was ap-
plied to genotype B. napus cultivars and 
map populations in order to study the SNP 
genotypes and identify the candidate SNPs 
located on QTL or chromosome regions 
associated with candidate genes. Samples 
were analyzed with the Infinium II assay 
protocol according to the manufacturer's 
instructions. Genotyping module in Ge-
nomeStudio Illumina with the default pa-
rameters was utilized for SNP data analysis 
clustering and genotype call. The clusters 
were reviewed and manually edited if 
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needed. SNPs that were difficult to score 
were either manually adjusted or eliminat-
ed from the analysis completely.
The SNP genotype results show consistent 
and clear clustering for most of the 5306 
SNPs across the mapping population with 
91% of SNPs successfully genotyped and 
clustered, taking into account both mono-
morphic and polymorphic SNPs 
(Fig 1 and Table 1). Successful SNP mark-
ers primarily produced distinct clustering 
patterns with three possible genotypes 
(AA, AB, BB), detecting polymorphic or 
monomorphic loci. A good-quality SNP 
genotyping cluster shows three clear-
ly defined and tight clusters with the ho-
mozygotes and heterozygotes. The cluster 
definition is relatively simple in diploid 
species. However, it is more complex in 
crop plants that are polyploid such as B. 
napus because SNP clusters can often 
detect more than three overlapping clus-
ters. This is sometimes seen in polyploid 
species as five clusters (AAAA, AAAB, 
AABB, ABBB, and BBBB) instead of the 
typical three clusters (AA, AB and BB). 
Therefore, SNP clusters in polyploid cas-
es often make the distinction of the allel-
ic status more challenging since the clus-
ters need to be defined more carefully and 
mostly in a manual fashion.
Table 1. Classification of SNP marker results from B. 
napus Infinium SNP genotyping assay on the popula-

tion in this study

Fig 1. Examples of successfully clustered SNPs based 
on the GenomeStudio software. Clusters display the 
area where the three different genotypes with homozy-
gous allele A (red), heterozygous AB (purple) and ho-
mozygous allele B (blue) are called. A) Two clusters 
with AA and BB genotypes and a monomorphic state 
for the parents (both in yellow). B) One cluster with 
AA genotype and a monomorphic state for both parents 
and all individuals. C) One cluster with BB genotype 
and a monomorphic state for both parents and all indi-
viduals. D) Three clusters represent the genotypes AA, 
AB and BB, and a polymorphic state for parents. E) 
Two clusters with AA and BB genotypes and a poly-
morphic state for both parents. The black dot outside of 
the cluster represents failed samples and thus is scored 
as “no call”.

Two different indexes were initially used 
to evaluate the quality of the raw data be-
fore the optimization of SNP clustering. 
The call rate index showed that more than 
90% of SNPs were successfully genotyped 
for the mapping population. In addition, 
the GenTrain score index gives an indica-
tion of the quality of the SNP clustering. 
According to Illumina, for an SNP to be 
retained, a minimum GenTrain score of 
0.15 is advisable. In the present study, an 
SNP had to get a minimum GenTrain score 
of 0.15 and had to be segregating in the 
related mapping population to be declared 
successful. In the DH mapping population, 
the majority of clustering SNPs had a Gen-
Train score of more than 0.4, indicating 
that SNP genotyping was highly reliable 
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with a low rate of missing data. Low Gen-
Train score may indicate ambiguous clus-
ter separation. 
Of the 5306 SNPs assayed, 1284 (24%) 
were polymorphic between the two pa-
rental lines and thus could be used for 
clustering (Table 1). This provides a large 
number of novel markers that will be used 
in genetic mapping.  Another 3535(67%) 
SNPs from this assay were monomorphic 
between the two parental lines, meaning 
that they clustered together, having the 
same base at that specific locus. These 
SNPs are uninformative in genetic stud-
ies. Only 487(9%) of the 5306 SNPs failed 
to give a genotype or could not be easily 
clustered and were not investigated further 
in this study. This probably indicates false 
SNPs, resulting from possible sequencing 
mistakes.
The Infinium assay is sensitive to the num-
ber of allelic copies [target locus + dupli-
cated or paralogous alleles] being assayed 
(Fig 2 and 3). This can be a problem, par-
ticularly in polyploids such as B. napus, 
where two homozygous clusters or more 
than three clusters are most likely due to 
the existence of non-unique genomic re-
gions. This is because B. napus is a highly 
duplicated genome. It is anticipated that 
the amphidiploid nature of the B. napus 
genome will usually result in homeolo-
gous pairs of genes, originating from the 
A and C genomes. This sometimes results 
in polymorphisms detected at a given po-
sition, one corresponding to the A genome 
and the other to the C genome.  The In-
finium assay cannot distinguish the status 

of SNP alleles from homologues (76). This 
makes automated SNP genotyping more 
challenging in a complex genome. The ab-
sence of cluster separation can be due to 
a non-allele-specific match of the primers, 
for example (Fig 3).
Fig 2. Vertically separated clusters generally polymor-
phic for a different locus than the source of the targeted 
SNP. This may indicate the presence of a third polymor-
phic allele.

Fig 3. An example of more than two genotype clusters 
observed due to the polyploid nature of the B. napus 
genome

The majority of SNPs on chromosome A7 
(252 out of 285) gave a clear genotype 
(Table 1). Of these, 74 were successfully 
polymorphic. Fifty seven of these SNPs 
were on scaffold 3, scaffold with the larg-
est length in chromosome A7, representing 
the QTL region underlying a disease resist-
ance candidate gene [77]. The SNPs located 
the within genes in scaffold 3 were gen-
erally more polymorphic than the overall 
set of SNPs in chromosome A7 suggesting 
their potential as candidate genes.  
The results also showed that the 57 SNPs 
markers were distorted, with a 2:1 segre-
gation ratio, and the direction of distortion 



22

Journal of Engineering and Applied Sciences, Vol. 7, Issue (2) November 2020 

The Use of SNP Genotyping for QTL/ Candidate Gene Discovery in Plants

was mainly toward the maternal parent. In 
addition, the number of genotypes corre-
sponding to the resistant parent was almost 
twice that corresponding to the susceptible 
parent, with averages of 102 and 58, re-
spectively. This suggests that segregation 
of the resistance might be controlled by 
multiple genes. This finding is consistent 
with a previous study [78], which found a 
distorted segregation ratio for phenotype. 
This distortion might be the result of chro-
mosomal abnormalities biasing the estima-
tion of the recombination fraction between 
markers on the linkage group. This may 
subsequently lead to the loss of informa-
tive data in QTL mapping, if these markers 
are not handled carefully.
As the population is double haploid (DH), 
most of the SNPs were expected to show 
two clear main clusters, representing the 
two homozygous genotypes. A small ad-
ditional cluster in the middle of the graph 
corresponding to heterozygous genotypes 
may represent a third allele or an additional 
null allele. Doubled haploids are genetical-
ly homozygous lines. However, DH sam-
ples sometimes behave as heterozygotes. 
This might be because the SNP was initial-
ly identified as polymorphic in sequence 
comparisons but behaved monomorphi-
cally in the analyzed sample or was geno-
typed as heterozygous reflecting structural 
chromosomal rearrangements: duplication, 
translocation or transpositions. Taken the 
findings together, our analyses of the DH 
mapping population showed distinguisha-
ble segregating allelic variants at a single 
locus underlying the QTL.  

Three SNPs were null and showed the 
presence of an insertion or deletion sur-
rounding the SNP locus (Fig 4), presum-
ably due to a mutation or the presence of 
a third allele. Further sequencing and vali-
dation of these SNPs might give an indica-
tion of whether the SNP allele status has an 
association with a candidate gene.
Fig 4.  Individuals with homozygous deletion cluster at 
the bottom of the graph; their genotype calls are miss-
ing/null. This may indicate the presence of chromo-
somal deletion or a third allele. The BB cluster remains 
intact.

5. Conclusion

This work demonstrates how NGS tech-
nologies associated with SNP genotyping 
could be a feasible strategy for the geno-
typing of thousands of SNPs and correlat-
ing them with QTL or candidate genes. It 
also provides an alternative approach for 
identification of candidate gene. The re-
sults can be further analyzed for genetic 
mapping and association in the B. napus 
segregating population. Hence, the geno-
typing quality and physical position data 
obtained for the SNPs can be useful for 
consensus genetic maps, positional clon-
ing, or association mapping. Despite geno-
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typing assay are being efficient to generate 
a vast amount of genotypic data in poly-
ploid crops, analysis of SNP calls is some-
what challenging in polyploids due to the 
multiallele combinations in the genotypes. 
However, high density SNP arrays would 
be efficient to produce highly informa-
tive SNPs for marker-assisted selection in 
breeding programs as well as functional 
genomic studies.
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Effect on Fixation Duration when Using I-DT

Abstract

Many eye movement metrics such as the eye fixation duration metric depend, directly or indirectly, 
on eye fixations.  However, eye fixations require an operational definition in order to be correctly 
classified by the eye movement event detection algorithms.  This paper examines the effect of 
24 different operational definitions of fixation on the results generated by Identification based on 
Dispersion Threshold (I-DT), the most popular eye movement event detection algorithm; and hence, 
the fixation duration metric.  The 24 operational definitions are a combination of four different values 
( 0.5º, 1.0º, 1.3º, and 2.0º) of the dispersion threshold and six different value (80ms, 100ms, 150ms, 
200ms, 300ms, and 400ms) of the duration threshold of the I-DT algorithm.  The preliminary results 
show that there is no statistically significant difference between the various operational definitions of 
fixation on the fixation duration metric.
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1. Introduction

Eye tracking technology has been around 
since 1879 [10] and it went through differ-
ent phases where it shifted from being 
intrusive and inconvenient to becoming 
unobtrusive and barely noticeable.  Poole 
& Ball [35] generally define eye tracking 
as “a technique whereby an individual’s 
eye movements are measured, so that the 
researcher knows both where a person is 
looking at any given time and the sequence 
in which the person’s eyes are shifting 

from one location to another.”  Eye fixa-
tion occurs when a person directs their 
visual gaze towards a particular location 
[two-dimensional coordinate points (hori-
zontal and vertical)] on a display. Howev-
er, an agreed-upon operational definition 
of fixation is still lacking ([33], [15], [23]).  This 
operational definition of fixation is the es-
sence of the eye movement event detection 
algorithms where it is being used to dis-
criminate between two main events in the 
raw eye tracking data: fixations and sacca-
des.  The lack of such a de facto standard 
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for the operational definition of fixation 
and the fact that such a definition greatly 
impacts the higher-level analysis, makes 
the measures resulting from the eye move-
ment event detection algorithms very diffi-
cult to compare ([11], [23]).
This paper represents a preliminary study 
conducted to investigate the extent to 
which variants of the operational definition 
of fixation can impact the fixation duration 
metric, a widely used metric in many fields 
such as scene perception [8], educational re-
search [24], and human behavioral research 

[12].  
The authors in [5] & [17] mentioned a num-
ber of studies that utilized the eye fixation 
duration as a metric in their work.  Differ-
ent variants of the operational definition of 
fixation will be used on the best and most 
used eye movement event detection algo-
rithm: Identification based on Dispersion 
Threshold (I-DT).  I-DT is proposed by [23] 
which was adopted from [29].  
Figure 1 shows the pseudo-code of the al-
gorithm adopted from [23].  The algorithm 
starts by initializing a window based on 
the first raw fixation point. The window 
is expanded by adding more raw fixation 
points until the distance (i.e. the disper-
sion) between the farthest two points in the 
window is greater than the (maximum) dis-
persion threshold.  When the newly added 
raw fixation points causes the dispersion 
of the window to go beyond the dispersion 
threshold, a fixation point will be created 
and centered based on average of all the 
points in the window.  The process will re-
peat till no more raw fixation points exit.

Fig. 1. The pseudo-code of the I-DT algorithm 
proposed by [23]

The fixation duration metric can be used 
to reveal various aspects of the task under 
study.  Eye fixation duration refers to the 
amount of time a person fixates their eyes 
on a particular object in an area of interest 
[34]. Several authors believe that fixation 
duration determines the extent to which 
the person’s cognitive processing is easy 
or difficult [37] & [33].  Specifically, the au-
thors in [17] reported a number of plausible 
interpretation for the longer fixation dura-
tion when debugging a computer program 
such as the difficulty to understand, com-
plexity, importance, and notability.  In ad-
dition, the authors in [31] stated that “longer 
fixations are a sign of increased difficulty 
in extracting and processing information 
due to higher information density, ambigu-
ity, or complexity.” Similarly, the author in 

[36] claimed that long eye fixation duration 
indicates that a person is struggling and/
or confused when cognitively processing 
an element on a display.  For example, 
in a reading task, a longer fixation dura-

INPUT: dispersion threshold, duration threshold

WHILE there are still points
    initialize window over first points to cover the du-
ration threshold

    IF dispersion of window points <= threshold
        add additional points to the window until disper-
sion > threshold
        note a fixation at the centroid of the window 
points
        remove window points from points
    ELSE
        remove first point from points
    END IF
END WHILE

RETURN fixations
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tion could mean that the text under study 
is conceptually difficult [21].  Similarly, in 
a visual search task, a longer fixation du-
ration means, in general, that the objects 
presenting on the scene are not consistent 
[5] & [7].  
Given such interpretations for the fixation 
duration and the fact that this metric is 
built on top of the fixations being gener-
ated by the eye movement event detection 
algorithms from the raw eye tracking data, 
the operational definition of fixation could 
play a significant role in these interpreta-
tions.  This means if different operational 
definitions of fixation lead to significantly 
different fixation durations, the interpre-
tations of such fixation durations will be 
different.  This will lead to different con-
clusions and invalid results especially if 
the difference between the interpretation 
of success and failure is subtle [8] & [29].  
The remaining of this paper proceeds as 
follows:  Section  2 presents the details of 
the method used to investigate the research 
question.  Section  3 details the process used 
to analyze the collected data from clean-
ing to perpetration to event detection and 
metric calculation.  Section  4 shows the re-
sults obtained after analyzing the data and 
Section  5 discusses the implication of the 
obtained results and outlines some of the 
future directions.

2.Method

2.1 Participant 
A 35-year old male graduate student from 
the University of Oklahoma took part in 
this study.  The participant had a normal 
uncorrected vision.

2.2 Apparatus & software system
Tobii Pro TX300 screen-based eye track-
er [25], ancestor of Tobii Pro Spectrum [27], 
has been used to track and collect the raw 
gaze data of the participant at a sampling 
rate of 120 Hz.  Each tuple of the collected 
raw gaze data consists of seven main parts: 
timestamp, eye position, relative eye posi-
tion, 3D gaze point, 2D gaze point, validity 
code, and pupil diameter.  The timestamp 
holds one place in the tuple while each eye 
holds 13 places: three for eye position, 
three for relative eye position, three for 3D 
gaze point, two for 2D gaze point, one for 
pupil diameter, and one for validity code.  
Therefore, each packet received from the 
eye tracker contains a total of 27 pieces of 
information (see Figure 2).  More infor-
mation about the meaning of each part of 
the raw eye tracking data packet can be re-
trieved from Tobii Analytics SDK Devel-
oper’s Guide [26].
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Fig. 2. The structure of the data provided by Tobii Pro TX300 via the Tobii Analytics SDK.
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The stimulus was displayed on the moni-
tor that comes attached to eye tracker.  The 
monitor is 23” TFT with a resolution of 
1920 x 1080 pixel and an aspect ratio of 
16:9.
The raw eye tracking data packets record-
ed by the eye tracker has been read using a 
custom MATLAB script that utilizes Tobii 
Analytics SDK [27]

The software has been implemented to 
collect and store the raw eye tracking data 
into a CSV file for each session of the ex-
periment.

2.3 Stimulus
A medical text, 69 words, excerpted and 
modified from [1] was used as a stimulus 
(Figure 3).  The used text was purposely 
chosen as it contained several long medi-
cal terms.  We assumed that those medical 
terms would have a low level of recogni-
tion and hence the participant would fixate 
longer on them [11], [20] & [21].

Fig. 3. The stimuli used in the experiment.  An excerpt 
of a medical text with a few long medical terms.  The 
lines of the excerpt have been spaced apart to allow for 
a more accurate discrimination of eye fixations.

The stimuli text, 7 lines, was prepared in 
a way that the lines were spaced apart to 
allow for more accurate discrimination of 
fixations.  An accurate discrimination of 
fixations is needed to account for any pre-
cision issues of the eye tracker and allow 
for associating the fixations with the words 
that appear in the stimuli more confident-
ly.  A single space was used to separate the 
words in each line because the center of 
the word, more precisely the position be-
fore the center of the word, is considered 
the optimal viewing position [16] according 
to [18].  Given this case, a single space be-
tween the words of each line would be suf-
ficient to accurately discriminate fixations 
that belong to different words.
A sans-serif font, Calibri, was used for the 
stimuli text.  According to [14], a word 
displayed in a sans-serif font type is recog-
nized faster that the same word displayed 
in a serif font type.  In our experiment, 
the use of sans-serif font type would be 
expected to reduce the fixation duration 
the participant spends on the non-medical 
terms (i.e., frequently used words).

2.4 Procedure
Upon the arrival of the participant to the 
experiment’s site, a formal consent form 
was signed and short description about 
the experiment was given. To begin the 
experiment (reading task), the participant 
was seated at an average viewing distance 
of 68.8 cm (min=68.6 cm, max=71.7 cm) 
from the monitor.  Then, a simple calibra-
tion of eye movements was performed.  
The MATLAB script available with Tobii 
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Analytics SDK [27] was adopted to do the 
calibration process that required the partic-
ipant to fixate on five points in succession.  
If the calibration process was deemed sat-
isfactory, which was determined based on 
the calibration visualization (see Figure 4), 
the reading task would be initiated by the 
experimenter.  Otherwise, the calibration 
process would be repeated. 
No eye tracking data were captured during 
the calibration process.
After the calibration process, the partici-
pant was asked to read the provided text 
carefully.  The participants had been in-
structed to press the Escape button once he 
was done reading.  The participant’s raw 
eye tracking data were collected after the 
disappearance of the 5-second timer shown 
on the whole screen and blurring the stim-
uli (i.e., the medical text).  Once the partic-
ipant completed the given task and pressed 
the Escape button, the recording of the raw 
eye tracking data

Fig. 4. Visualization of the result of calibration process 
for the participant.  The blue dots represent the calibra-
tion points where the participant needs to look at while 
doing the calibration.  The green circles represent the 
left eye offset from calibration point while the red cir-
cles represent the right eye offset.

stopped accordingly.  The raw eye track-
ing produced by the eye tracker device was 
saved into a CSV file at the end of the ses-
sion to be processed afterward.
After finishing the reading task, the partic-
ipant was asked to fill a brief survey about 
his English skills.  The survey was intend-
ed to be used later when running the exper-
iment with a larger sample and to account 
for any discrepancies that may arise from 
the differences in English proficiency lev-
els of the participants and hopefully helps 
in explaining them.

3. Data Analysis

3.1 Data cleaning 
Each packet of the collected raw eye track-
ing data contained a validity code for each 
eye.  The validity code associated with the 
captured data about a particular eye rep-
resented how confident the eye tracker 
was assigning this particular data to that 
particular eye.  A validity code of zero 
for both eyes represents the highest confi-
dence level in detecting both eyes while a 
validity code of four for both eyes means 
that eye tracker was not able to detect any 
eye.  Any mix of validity codes for the two 
eyes is either invalid or means that the eye 
tracker is not confident to which eye the 
captured data belong.  For the complete list 
of different combinations of validity code, 
see [26].
Any raw eye tracking data packet with a 
validity code other than zero for any eye 
will not be included in the computation 
process.  This is because the average of 
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Fig. 5. Structure of data prepared from the raw gaze 
data provided by the Tobii Pro TX300 via Tobii Analyt-
ics SDK.  The ‘Time Stamp’ column represents the ze-
ro-based time of when the corresponding raw gaze data 
packet had been collected.  The ‘X’ and ‘Y’ columns 
represents the x- and y-coordinates of the gaze on the 
monitor.  The ‘Z’ column represents how far 
(the z-coordinate) the eye was from the monitor.

both eyes will be used when applying the 
eye movement event detection algorithm.  
In addition, any eye tracking data packet 
outside the stimuli boundary box will be 
excluded as well.

3.2 Data preparation
For the I-DT algorithm to work, the raw 
eye tracking data need to be provided.  The 
four main components that need to be pro-
vided are: the x- and y-coordinates of the 
gaze on the monitor, the distance of the par-
ticipant’s eye from the monitor, and a ref-
erence point in time of when that raw gaze 
data had been collected.  The gaze x- and 
y-coordinates are the average of the x- and 
y-coordinates of the 2D gaze point part of 
the left and right eyes reported in the raw 
eye tracking data package collected by the 
eye tracker.  Similarly, the distance of the 
participant’s eye from the monitor is the 
average z-coordinate of the left and right 
eyes reported in the 3D eye position part 
(refer to Apparatus & Software System 
section above for more information).  The 
z-coordinate in the 3D eye position part is 
reported in cm while the x- and y-coordi-
nates in the 2D gaze point part is reported 
in what is the Tobii call it ‘Active Display 
Coordinate System (ADCS)’.  In this sys-
tem, the point (0,0) denotes the upper left 
corner and the point (1,1) denotes the low-
er right corner of the active display area 
which is the monitor in our case.  All the 
x- and y-coordinates are converted from 
the ADCS to the monitor pixel-based co-
ordinates.
A timestamp starting from zero is calculat-

ed for each raw eye tracking data packet 
based on the timestamp provided by the 
eye tracker.  The processed version of the 
raw eye tracking data that are feed into the 
I-DT algorithm consists of four columns: 
timestamp, the gaze x- and y-coordinates 
on the monitor, and the gaze z-coordinate 
from the monitor (see Figure 5).

Time Stamp X Y Z

3.3 Event detection 
The operational definition of fixation con-
sists of two thresholds: duration and dis-
persion.  The duration refers to the mini-
mum time and the dispersion refers to the 
maximum area.  Hence, the eyes must stay 
stationary within a particular area for a 
minimum time in order for a group of raw 
eye tracking data to be detected as a fixa-
tion by the I-DT algorithm.  After detect-
ing a fixation, the I-DT algorithm will con-
tinue to include all the following raw eye 
tracking data until the dispersion threshold 
is violated.  When the violation happens, 
the duration of the fixation and the aver-
age x and y relative positions of all the raw 
eye gaze data packets that were part of the 
fixation will be recorded.  The process will 
continue until all the raw eye tracking data 
are processed.  Figure 1 shows the pseu-
do-code of the I-DT algorithm.
Table 1 presents the common values re-
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ported in the literature for the dispersion 
and duration thresholds as an operation-
al definition for the fixation.  This paper 
will investigate the effect of several com-
bination of values for dispersion and du-
ration thresholds, namely, 0.5º, 1.0º, 1.3º, 

Source (Maximum) Dispersion Thresh-
old

(Minimum) Duration Threshold

(Buurman, Roersema, 
& Gerrissen, 1981)

1.3º 100ms

(Salthouse, Ellis, Diener, 
& Somberg, 1981)

2.0º 200ms

(Moffitt, 1980) 2.0º 200ms

(Widdel & Kaster, 1981) 2.0º 200ms

(Salvucci & Goldberg, 2000) 0.5º-1.0º 100-200ms

(Jacob & Karn, 2003) 2.0º 100-200ms

(Blascheck et al., 2017) - 200-300ms

(Nyström & Holmqvist, 2010) 0.5º 80-150ms

(Blignaut, 2009) 0.5º-1.0º 100-400ms

and 2.0º for the dispersion threshold and 
80ms, 100ms, 150ms, 200ms, 300ms, and 
400ms for the duration threshold.  Hence, 
a total of 24 sets of dispersion and duration 
thresholds combinations will be tested.

Table 1. Common values for the dispersion (in degrees) and duration (in milliseconds) 
thresholds reported in the literature as an operational definition for the fixation.

Fig. 6. The stimulus with a bounding box around each 
word.  The bounding box is for illustration only.  The 
coordinate of each bounding box, the x- and y-coordi-
nates of the upper left and lower right corners, is what 
is provided to the MATLAB script.

3.4 Fixation duration metric calculation
The array of fixations obtained from the 
I-DT algorithm for each set of the disper-
sion and duration thresholds were used to 
calculate the fixation duration spent on 
each word in the stimulus.  The coordi-
nates of bounding box for each word in the 
stimulus (Figure 6) as well as the obtained 
fixations were provided into a custom 
MATLAB script to calculate the fixation 
durations as well as depict the fixations 
on top of the stimulus for each set of the 
combination of the dispersion and duration 
thresholds.
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Table 2. The raw eye tracking data after cleaning.  The 
‘TS’ column represents the zero-based time stamp for 
each raw eye tracking data packet.  The ‘X’ and ‘Y’ 
columns represent the x- and y-coordinates of the gaze 
on the monitor in pixels.  The ‘Z’ column represents 
how far the participants’ eyes were from the monitor, 
the z-coordinate, in cm.

Fig. 7. The cleaned raw eye tracking data depicted over 
the stimuli.  The small blue circles represent raw eye 
tracking data while the red lines represent the order in 
which the raw eye tracking data had been collected.

4. Results

The participant took 42.6 seconds to finish 
the reading task and a total of 5019 raw 
eye tracking data had been collected by the 
eye tracker.  Cleaning the raw eye track-
ing data resulted in excluding 52 (1.04%) 
packets of the data because the validity 
code reported by the eye tracker device is 
not zero for at least one of the eyes.  All the 
raw eye tracking data were inside the stim-
uli bounding box and hence no data other 
than those that have invalid code were ex-
cluded from the analysis.  Table 2 presents 
a fragment of the cleaned raw eye tracking 
data that are ready to be passed to the event 
detection algorithm.  Figure 7 shows a vis-
ualization of the same data depicted over 
the stimulus.

TS X Y Z
0 964 623 686
25 968 691 686
33 967 691 686
42 968 692 686
50 971 689 686
… … … …

20864 527 515 689
20872 533 522 689
20880 526 523 689
20889 528 509 689
20897 526 499 689

… … … …
42519 1430 848 689
42527 1435 843 689

TS X Y Z
42536 1441 841 689
42544 1437 849 689
42552 1412 849 689

Figure 8 shows the eye fixations obtained 
from the I-DT algorithm from the raw eye 
tracking data for each of the 24 different 
combinations of the dispersion and dura-
tion thresholds.  The eye fixations are de-
picted over the stimulus.  The circles sizes 
are proportional to the fixation duration.  

5. Discussion & Future Work

The reader may question the validity of 
the study given that only one participant 
was recruited.  However, the main purpose 
of this study at this stage is not to deploy 
inferential statistic, i.e., to check whether 
there is a statistically significant differenc-
es between the different operation defini-
tions of fixation.  The goal at this stage is 
to check, given everything else (the par-
ticipant, the task, etc.) the same, how the 
I-DT behave under different operational 
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definitions of the fixation.
By looking at the patterns of the fixations 
in Figure 8 and the exact fixation durations 
in Table 3 under the different operational 
definitions for the fixation, we can clear-
ly notice that the dispersion threshold is 
the most determinant factor of the fixation 
duration metric.  Regardless of the dura-
tion threshold, the I-DT algorithm seems 
to result in almost exact fixation durations 
when fixing the dispersion threshold.   For 
example, regardless of the duration thresh-
old, ‘Dyskinesis’ (word #15 in line #2) was 
determined to be fixated on for a period of 
2,217ms when the dispersion threshold 
was set to 0.5º; 4,374ms in the case of 1.0º 
dispersion threshold;  5,424 ms in the case 
of 1.3º dispersion threshold; and zero ms 
in the case of 2.0º dispersion threshold.  
The rationale behind such behavior of the 
I-DT algorithm is the nature of the disper-
sion threshold.  The dispersion threshold 
works as a perimeter within with the I-DT 
algorithm works.  Hence, when the perim-
eter stays the same, the number of raw eye 
movements in close proximity that falls 
withing this parameter will most probably 

stay the same.
The other eye tracking metrics that can be 
taken into consideration are overall num-
ber of fixations on the whole stimulus; 
number of fixations on each part of the 
stimulus; fixation pattern, i.e., the order 
in which the participant scan the stimulus; 
time to first fixation, i.e., how long the par-
ticipant spend till fixating on any part of 
the stimulus; number of fixated on parts of 
the stimulus; and others.  Although some 
of these metrics such as the fixation pattern 
and the number of fixated on words can be 
answered here, we chose otherwise in or-
der to keep the paper short.
Beside investigate the effect of the differ-
ent settings of the two thresholds of the 
I-DT algorithm on other eye tracking met-
rics, it is worth in the future to investigate 
the effect of these setting when using dif-
ferent stimuli and/or tasks.  In particular, 
how will the I-DT behave when adminis-
tering a task that include pictures instead 
of text?  When administering a search task 
instead of a reading task?  Will the I-DT 
algorithm behave differently when using 
different values for its two thresholds?
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Fig. 8. Fixations obtained from the I-DT algorithm for different combinations of the dispersion and duration 
thresholds depicted over the stimulus.  The change of color from blue to yellow represents the time order of fix-
ations where the dark blue represents the very beginning and the light yellow represent the very end.  The size of 
the circles is proportional to the fixation duration.Author!name!/!Journal!of!Engineering!and!Applied!Sciences!00!(00)!000–000! 7!
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Fig. 8. Fixations obtained from the I-DT algorithm for different combinations of the dispersion and duration thresholds depicted over the stimulus.  
The change of color from blue to yellow represents the time order of fixations where the dark blue represents the very beginning and the light 
yellow represent the very end.  The size of the circles is proportional to the fixation duration. 
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Line 
No 

Word 
ID Word 

0.5°  1.0°  1.3°  2.0° 
80 100 150 200 300 400  80 100 150 200 300 400  80 100 150 200 300 400  80 100 150 200 300 400 

1 1 The                            
 2 most 642 642 642 583 583 583  825 825 825 825 825 825               
 3 common    516 516 516         1358 1358 1358 1358 925 925        
 4 reason 542 542 542                         
 5 for                            
 6 the    492 492 492                2392 2392 2392 2392 2392 2392 
 7 vague 608 608 608     1433 1433 1433 1433 1433 1433      1633 1633        
 8 pain                            
 9 in    925 925 925                      
 10 mother’s 575 575 575            1742 1742 1742 1742          
 11 arm 525 525 525 533 533 533  833 833 833 833 833 833      550 550  558 558 558 558 558 558 
 12 is                            
2 13 the                            
 14 Scapular 2199 2199 2199 2041 2041 2041                      
 15 Dyskinesis 2217 2217 2217 2217 2217 2217  4374 4374 4374 4374 4374 4374  5424 5424 5424 5424 5424 5424        
 16 or                            
 17 SICK 1133 1133 1133 1133 1133 1133                8598 8598 8598 8598 8598 8598 
 18 Scapula. 834 834 834 834 834 834  2616 2616 2616 2616 2616 2616               
 19 The                            
 20 scapulothoracic 3232 3232 3232 3232 3232 3232  2525 2525 2525 2525 2525 2525  4108 4108 4108 4108 4108 4108  933 933 933 933 933 933 
3 21 muscles 867 867 867 867 867 867                      
 22 are                            
 23 the        2142 2142 2142 2142 2142 2142               
 24 group 1242 1242 1242 1242 1242 1242         2667 2667 2667 2667 2667 2667        
 25 of                            
 26 muscles 1208 1208 1208 1208 1208 1208                4350 4350 4350 4350 4350 4350 
 27 which                            
 28 form 1500 1500 1500 1500 1500 1500  2208 2208 2208 2208 2208 2208               
 29 the               2066 2066 2066 2066 2066 2066        
 30 most 183 183 183                         
 31 important 333 233 233 241 325   366 366 366 366 366          383 383 383 383 383  
4 32 musculoskeletal 4167 4167 4167 4167 4157 4141  5874 5874 5874 5874 5874 5874  6216 6216 6216 6216 6216 6216  7091 7091 7091 7091 7091 7124 
 33 foundation 1659 1659 1659 1659 1658 1275                425 425 425 425 425 425 
 34 for                            
 35 the                            
 36 upper        1400 1400 1400 1400 1400 1400               
 37 quarter 533 533 533 533 533 533                      
 38 of               2050 2050 2050 2050 2050 2050        
 39 the                            
 40 body. 1150 1150 1150 1150 1150 1150  975 975 975 975 975 975         1192 1192 1192 1192 1192 1192 
5 41 They 500 500 500 500 500 500                      
 42 are 350 350                          
 43 connected 333 333 333 333 333   1066 1066 1066 1066 1066 1066  1700 1700 1700 1700 1700 1700        
 44 to                      4166 4166 4166 4166 4166 4166 
 45 the                            
 46 backbone, 2190 2190 2190 1999 1625 1541  2033 2033 2033 2033 1783 1783  258 258 258 258    4425 4425 4425 4425 4425 4425 
 47 scapula 683 683 683 692 392 2150  3067 3067 3067 3067 3067 3067  5333 5333 5333 5333 5333 5333        
 48 (shoulder 1775 1775 1775 1775 1775 1050  1142 1142 1142 1142 1142 1142         875 875 875 875 875 875 
 49 blade), 1050 1050 1050 1050 1050                       
6 50 and                            
 51 the 141 141 350 350 350 900                      
 52 humerus 791 791 900 900 900 808  1975 1975 1975 1975 1975 1975  2741 2741 2741 2741 2741 2741        
 53 (arm), 775 775 808 808                        
 54 together                            
 55 they                            
 56 work     716 517                      
 57 in                            
 58 harmony 275 275 275 275 325 475  1308 1308 1308 1308 1308 1308               
 59 with 500 500 500 500 517 591         800 800 800 800 800 800  1099 1099 1099 1099 1099 1099 
 60 the                            
7 61 scapulohumeral 1066 1066 1066 1066 3216 3299  3467 3467 3467 3467 3467 3467  3717 3717 3717 3717 3717 3717  4816 4816 4816 4816 4816 4816 
 62 muscles 2441 2441 2441 2441 858                       
 63 to                            
 64 provide 858 858 858 858 375 475  833 833 833 833 833 833               
 65 free                            
 66 movement 375 375 375 375 458 642         1691 1691 1691 1691 1691 1691        
 67 of                            
 68 the 458 458 458 458 642 583  1650 1650 1650 1650 1650 1650               
 69 arm. 642 642 642 642 583 541         541 541 541 541 541 541  1133 1133 1133 1133 1133 1133 

Total  40552 40452 40453 40095 39761 38494  42112 42112 42112 42112 41862 41496  42412 42412 42412 42412 42162 42162  42436 42436 42436 42436 42436 42086 

	  

Table 3:The fixation duration (in millisecond) spent on each word in the stimulus reported by the I-DT algorithm 
for different combinations of values of the dispersion and duration thresholds.  The empty cells if the table repre-
sent fixation duration of zero milliseconds, i.e., the I-DT algorithm does not report any eye fixation on that particu-
lar part of the stimulus when using the corresponding thresholds for dispersion and duration parameters.
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Line 
No 

Word 
ID Word 

0.5°  1.0°  1.3°  2.0° 
80 100 150 200 300 400  80 100 150 200 300 400  80 100 150 200 300 400  80 100 150 200 300 400 

1 1 The                            
 2 most 642 642 642 583 583 583  825 825 825 825 825 825               
 3 common    516 516 516         1358 1358 1358 1358 925 925        
 4 reason 542 542 542                         
 5 for                            
 6 the    492 492 492                2392 2392 2392 2392 2392 2392 
 7 vague 608 608 608     1433 1433 1433 1433 1433 1433      1633 1633        
 8 pain                            
 9 in    925 925 925                      
 10 mother’s 575 575 575            1742 1742 1742 1742          
 11 arm 525 525 525 533 533 533  833 833 833 833 833 833      550 550  558 558 558 558 558 558 
 12 is                            
2 13 the                            
 14 Scapular 2199 2199 2199 2041 2041 2041                      
 15 Dyskinesis 2217 2217 2217 2217 2217 2217  4374 4374 4374 4374 4374 4374  5424 5424 5424 5424 5424 5424        
 16 or                            
 17 SICK 1133 1133 1133 1133 1133 1133                8598 8598 8598 8598 8598 8598 
 18 Scapula. 834 834 834 834 834 834  2616 2616 2616 2616 2616 2616               
 19 The                            
 20 scapulothoracic 3232 3232 3232 3232 3232 3232  2525 2525 2525 2525 2525 2525  4108 4108 4108 4108 4108 4108  933 933 933 933 933 933 
3 21 muscles 867 867 867 867 867 867                      
 22 are                            
 23 the        2142 2142 2142 2142 2142 2142               
 24 group 1242 1242 1242 1242 1242 1242         2667 2667 2667 2667 2667 2667        
 25 of                            
 26 muscles 1208 1208 1208 1208 1208 1208                4350 4350 4350 4350 4350 4350 
 27 which                            
 28 form 1500 1500 1500 1500 1500 1500  2208 2208 2208 2208 2208 2208               
 29 the               2066 2066 2066 2066 2066 2066        
 30 most 183 183 183                         
 31 important 333 233 233 241 325   366 366 366 366 366          383 383 383 383 383  
4 32 musculoskeletal 4167 4167 4167 4167 4157 4141  5874 5874 5874 5874 5874 5874  6216 6216 6216 6216 6216 6216  7091 7091 7091 7091 7091 7124 
 33 foundation 1659 1659 1659 1659 1658 1275                425 425 425 425 425 425 
 34 for                            
 35 the                            
 36 upper        1400 1400 1400 1400 1400 1400               
 37 quarter 533 533 533 533 533 533                      
 38 of               2050 2050 2050 2050 2050 2050        
 39 the                            
 40 body. 1150 1150 1150 1150 1150 1150  975 975 975 975 975 975         1192 1192 1192 1192 1192 1192 
5 41 They 500 500 500 500 500 500                      
 42 are 350 350                          
 43 connected 333 333 333 333 333   1066 1066 1066 1066 1066 1066  1700 1700 1700 1700 1700 1700        
 44 to                      4166 4166 4166 4166 4166 4166 
 45 the                            
 46 backbone, 2190 2190 2190 1999 1625 1541  2033 2033 2033 2033 1783 1783  258 258 258 258    4425 4425 4425 4425 4425 4425 
 47 scapula 683 683 683 692 392 2150  3067 3067 3067 3067 3067 3067  5333 5333 5333 5333 5333 5333        
 48 (shoulder 1775 1775 1775 1775 1775 1050  1142 1142 1142 1142 1142 1142         875 875 875 875 875 875 
 49 blade), 1050 1050 1050 1050 1050                       
6 50 and                            
 51 the 141 141 350 350 350 900                      
 52 humerus 791 791 900 900 900 808  1975 1975 1975 1975 1975 1975  2741 2741 2741 2741 2741 2741        
 53 (arm), 775 775 808 808                        
 54 together                            
 55 they                            
 56 work     716 517                      
 57 in                            
 58 harmony 275 275 275 275 325 475  1308 1308 1308 1308 1308 1308               
 59 with 500 500 500 500 517 591         800 800 800 800 800 800  1099 1099 1099 1099 1099 1099 
 60 the                            
7 61 scapulohumeral 1066 1066 1066 1066 3216 3299  3467 3467 3467 3467 3467 3467  3717 3717 3717 3717 3717 3717  4816 4816 4816 4816 4816 4816 
 62 muscles 2441 2441 2441 2441 858                       
 63 to                            
 64 provide 858 858 858 858 375 475  833 833 833 833 833 833               
 65 free                            
 66 movement 375 375 375 375 458 642         1691 1691 1691 1691 1691 1691        
 67 of                            
 68 the 458 458 458 458 642 583  1650 1650 1650 1650 1650 1650               
 69 arm. 642 642 642 642 583 541         541 541 541 541 541 541  1133 1133 1133 1133 1133 1133 

Total  40552 40452 40453 40095 39761 38494  42112 42112 42112 42112 41862 41496  42412 42412 42412 42412 42162 42162  42436 42436 42436 42436 42436 42086 
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Abstract

This research aims to investigate and quantify the impact that the Blackboard system has as an e-learning 
system, with the specific context of its use in Saudi Electronic University (SEU) using the IS Impact 
Measurement model. This study will help to provide rich insights and increased understanding on 
how the creation of effective and successful adoption of such Learning Management System (LMS) 
can be achieved. Thus, this research will help to improve the quality of existing learning environment 
in Saudi Electronic University (SEU) and other similar context. The significance of this research is 
that it addresses gaps in current knowledge for a special need of SEU to measure and evaluate its 
use of LMS after about eight years of implementation in order to increase knowledge on how to best 
apply such LMS on a blended learning environment.
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1. Introduction

Information and communication technolo-
gies have been experiencing rapid growth, 
which has in turn led to the emergence of 
a unique set of opportunities for education, 
specifically when it comes to e-learning 
processes. Leaning Management Systems 
(LMSs) have been deployed by several 
institutes to augment learning. LMS uses 
contemporary technology to enhance ac-
cessibility and availability to learning 
around the world. According to Paulson 
[1] the spread of e-learning is the result 
of LMS. Virtual Learning Environment 
(VLEs) allow educational institutions “to 

develop electronic learning materials for 
students, to offer these courses electroni-
cally to students, to test and evaluate the 
students electronically, and to generate 
electronically student databases in which 
student results and progress can be chart-
ed” [1, p 2]. Using LMS allows learners to 
grasp their content easily, while tracking 
their courses. The instructors are also able 
to navigate things in a simpler manner be-
cause they are able to track and evaluate 
every student.
Given the value that this system brings to 
the table, evaluating its success and influ-
ence has become more and more impor-
tant, especially to help augment the quality 
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of the educational processes at play. Sev-
eral studies, including Aceto et al. [2], Wang 
et al. [3], and Alkhalaf [4] look at why such 
systems are needed. 
This research has been developed within 
the scope of information systems, gauging 
the impact and success of Blackboard sys-
tems being used at SEU. In particular, this 
work will employ the IS-Impact Measure-
ment Model [5] to evaluate the affect that 
the system in question has so as to augment 
the existing learning environment’s quality 
at SEU, which is the sole institute to use 
such a style of learning at the university 
level, within Saudi Arabia. Moreover, this 
research will use a single case study to sat-
isfy its research aim. This case design is 
suitable in this research for testing a the-
ory, anomaly or a special case [6, pp 38- 40]. 
According to Walsham [7] and Irani et al. [8] 

the use of a case design will allow research-
ers to investigate the phenomena in a bet-
ter fashion for the purpose of developing 
a deeper description and understanding. 
This research extended the previous work 
[9; 10] that only discussed individual impact 
and information quality of Blackboard 
system. This paper further contributes with 
measuring the impact of “system quality” 
and “organisational impact” along with the 
perspectives from both students and teach-
ers. It provides a comprehensive assess-
ment of the impact of Blackboard system 
on the educational process in SEU. This 
paper is structured as follows. It begins 
with a brief background relating to SEU. 
Next, overview about learning manage-
ment systems is presented. The paper then 

discusses the research methodology and 
finally concludes by presenting the survey 
results and outcomes of the study.

2. Saudi Electronic University (SEU)

King Abdullah Bin Abdul-Aziz issued a 
royal decree on August 10, 2011, so that the 
university in question could be launched 
as a governmental educational institute. It 
is focused on blended learning and is the 
only one of its kind in the country to al-
low for both graduate and undergraduate 
programs. The university has a vision to 
be one that performs with excellence when 
it comes to adopting ICTs to build knowl-
edge society. Its mission is to offer “high 
quality programs for all segments of soci-
ety through the use of blended learning. It 
promotes knowledge production and com-
munity services to achieve development 
goals by optimal utilization of technology 
and engagement in local and global part-
nerships” [11].
Saudi Electronic University adopts a 
blended learning pattern as a recent learn-
ing method used in world’s universities, it 
uses a combination of e-learning and direct 
traditional edification. The blended learn-
ing method here uses a mixture so that it 
can provide the optimum advantage from 
technology to students and teachers, help-
ing each reach their learning goals effec-
tively.
3. Literature review

Universities which have adopted Learning 
Management System (LMS) normally re-
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fer it as a Virtual Learning Environment 

[12;1]. Learning Management System (LMS) 
has been given different meanings by dif-
ferent researchers. Ayub et al. [13] explained 
it as a web-based technology that served 
the purpose of creating, dissemination and 
evaluating a given learning process. It is 
essentially a software that has been created 
to inform the process of learning, along-
side providing resources with which the 
learner can augment their understanding 
of a subject or topic. It can also be seen 
as a set of tools and framework that allow 
for hassle-free creation of content online, 
and at the same time guiding learning [12]. 
Wahlstedt and Honkaranta [14] confirm that 
it is an advanced form of traditional learn-
ing, and contains instructional and evalua-
tion devices, and learning contents. Fairly 
unique with learning management system 
is the fact that it can be useful when it 
comes to playing, disseminating, and man-
aging learning, therefore integrating multi-
ple tasks that were previously handed over 
to various stakeholders. Management un-
der this system includes delivery, exams, 
tracking progress, statistical evaluation 
and virtual lessons [12; 15; 16]. Learning Man-
agement System can be defined as “web-
based software platforms that provide an 
interactive online learning environment 
and automate the administration, organiza-
tion, delivery, and reporting of educational 
content and learner outcomes.” [16]. This is 
the reason it is a crucial tool when it comes 
to institution management, because it helps 
combine multiple factors together. 
This is an essential platform through which 

teachers and their students can connect and 
simultaneously exchange and share mate-
rials. Therefore, it can be said that inter-
net-based tech solutions are beneficial for 
both the teachers and the students since 
they made it possible for the two to engage 
through useful interactive features such as 
file sharing platforms, forums and discus-
sion boards [12]. The Learning Management 
System can be used by the instructors to 
distribute courses and at the same time aid-
ing in instructor-learner interaction [17]. The 
management function of Learning man-
agement System is particularly of great 
importance because it requires less effort 
and it also saves time that could other-
wise been wasted by the instructor without 
changing the entire instructional process. 
Communication tools, virtual classes, and 
discussion forums are the key characteris-
tics of Learning Management System [12]. 
These features make an interactive learn-
ing environment possible.
“Learning Management System has tre-
mendous effect on e-learning. According 
to Paulsen [1], the presence of a Learning 
Management System will determine how 
e-learning will succeed. With a Learning 
Management System in place, an institu-
tion can easily develop web content, teach 
electronically, evaluate learners electroni-
cally and generate learners’ databases for 
which the learners can access their results 
[1].”
Although it provides much support when 
it comes to e-learning, there has been a 
gap noticed in terms of the situation and 
advanced instructional tools, including 
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multimedia, which are thought to help 
augment the level of instruction being 
handed out [17]. Multimedia tools, in sever-
al cases, are not deployed. And if they are 
deployed, the instructors are unable to use 
them to their full potential. For instance, 
several institutes are using LMS to help 
augment e-learning, however, teachers 
place limits on their own selves when they 
upload course material and do not ever get 
around to using other features such as fo-
rums that can help increase interaction and 
learning through discussions [17]. In some 
cases, users have reported being discour-
aged because they fail to acquire immedi-
ate feedback from tools such as the email 
[17]. Even though the features exist within 
the system, their use is limited because of 
the actions of the stakeholders. The system 
can act as a bridge to fix the issues that are 
present. However, this is only possible if 
the system is built to be adaptive and cus-
tomizable [17]. Creating such a system will 
make it possible to ensure that teachers 
and students with varying levels of digital 
literacy can use it with ease. 
The Blackboard is an LMS and VLE. It is 
one of the famous E-learning systems that 
use the electronic educational technology 
in learning and teaching with features for 
online collaboration and interaction. Col-
leges and universities use the Blackboard 
System to deliver online courses and aug-
ment on-campus courses. Also allow in-
structors to create, deliver, and manage 
web-based components for e-courses. In 
addition, allow students to download and 
upload files, attend virtual classrooms, 

participate in discussion forums and to 
submit assessments. Also students are able 
to view their grades and send e-mails to 
instructors and classmates within courses, 
and these services are available for instruc-
tors and students anytime and anywhere by 
using the Internet.
Saudi Electronic University [11] uses differ-
ent products of Blackboard system includ-
ing:
• Blackboard Learn – Provides a learning 
platform that includes course delivery, 
community engagement, and content man-
agement functionality as well as mobile 
applications 
• Blackboard Collaborate –integrates -in-
class web conferencing into the learning 
environment 
• Blackboard Ally - a product that focuses 
on making digital course content more ac-
cessible. 
• Analytics for Learn - a comprehensive 
learning analytics solution. 

4.Methodology

This work will be employing a positivist 
research paradigm, which looks to verify 
hypotheses and validate theories for the 
purpose of evaluating the real world as it is 

[5; 19]. This research will analyze and gauge 
Blackboard use by testing IS-Impact 
Measurement model developed by Gable 
et al. [5; Figure 1]. This model was chosen 
for its ability to take stock of ICTs com-
prehensively, through use of 37 measures 
in four significant aspects, i.e., “System 
Quality,” “Information Quality,” “Individ-
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ual Impact,” and “Organisational Impact.” 
Fig. 1. IS-Impact Measurement model 

(Gable et al. 2008)

Much has been done with regards to re-
search on information system success 
measurement since its emergence into the 
academic disciplines in the 1990’s. De-
spite having been researched extensively 
by use of different approaches, scholars 
have failed to come up with a unified deci-
sion on a common measure if information 
system success. As a result of these diverse 
studies, scholars have had differing opin-
ions thus coming up with different models. 
However, the most discussed IS success 
model are the DeLone and McLean [20] and 
the IS-Impact Measurement model by Ga-
ble and others [5; 21]. This model emerged 
upon the review of communications’ re-
search done by Shannon and Weaver [22] 

and the information influence theory work 
done by Mason [23]. According to Gable et 
al. [5; 21], it was difficult to use these studies 
in the IS success measurement owing to the 
fact that researchers had lumped together 

different factors of success thus making it 
difficult to use [20]. The model was borne of 
the synthesis and harmonization of these 
earlier separated measures [24]. This mod-
el includes six main IS success constructs 
and they include: system quality, use, in-
formation quality, user satisfaction, single 
person and organizational impact [24; 25].
The model was then subjected to review 
by Seddon [26] to give an advanced version 
of the D&M model. In his review Seddon 
[26] removed the interpretation process of 
the D&M model and fragmented the re-
mainder into two different models; the 
partial behavioral model of IS use and the 
IS success model [3]. The updated IS model 
done by Seddon has six dimensional com-
ponents, as previously discussed [3].
Despite the fact that these three IS models; 
DeLone & McLean [20], Seddon model and 
Update DeLone & McLean model have 
contributed immensely to the IS success 
measurement research, they have failed 
to address several issues. One major set-
back of these models that has not been ad-
dressed is failure to address the constructs 
as either formative or reflective [21]. A good 
example of such as a confusion was high-
lighted by Petter et al. [27] and they argue 
that constructs were under threat of being 
mis-specified and validated as reflective 
while close scrutiny could easily reveal 
that they are formative. In addition to this, 
the D&M IS success model has widely 
been criticized for failure to offer a good 
and clear explanation on its theoretical and 
epistemological basis [21]. It is for these rea-
sons that the IS-impact model has always 
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been suggested as the best option to ad-
dress these weaknesses.
The IS-Impact measurement model is 
“more comprehensive and valid model for 
use. According to [24], this model has been 
tested statistically though surveys and has 
proven to be valid and it employs the per-
ceptual measures. These tests depicted 
the validity and reliability of this model. 
Despite borrowing heavily from the De-
Lone & McLean model by adopting its 
constructs, it has succeeded in employing 
them for a different purpose [21]. The mod-
el and approach employs perpetual meas-
ures, aiming to offer a common instrument 
answerable by all relevant stakeholder 
groups, thereby enabling combining or 
comparison of stakeholder perspectives 
[25].” 
“Moreover, a study conducted by Alotai-
bi [28] validated the IS-Impact Model and 
emphasize on the completeness and valid-
ity of IS-Impact Model as a Hierarchical 
Multi-dimensional Formative Measure-
ment Model in the Saudi Arabian context. 
Accordingly, this model has been adopt-
ed in this research owing to its strengths 
in comparison to other models. It is quite 
clear that this model has eliminated all the 
weaknesses of other models by including 
and reviewing their constructs. Further-
more, since a single case design is more 
suitable for such research aims to test a 
theory, anomaly or a special case [6], this 
research will use a single case design to 
delve more deeply into the phenomena in 
order to insure that a rich description and 
understanding be provided.” It will use a 

case study to help achieve the aim of this 
research which is to evaluate and measure 
the impact of Blackboard system adopt-
ed in Saudi Electronic University for the 
purpose of improving the quality of exist-
ing learning environment. As mentioned 
by Benbasat et al. [29; p 370], “A case study 
examines a phenomenon in its natural set-
ting, employing multiple methods of data 
collection to gather information from one 
or a few entities (people, groups, or organ-
izations).”
As can be observed in Figure 1, within 
the scope of the framework in question, 
the impact and success of a system can be 
gauged through: 
• quality of information produced 
(information quality), 
• impact on individual users
 (individual impact), 
• performance of system from a technical 
perspective 
(system quality), 
•impact on relevant organisation 
(organisational impact). 
More specifically, a questionnaire is used 
to collect data for this study. It is a de-
cent method through which data can be 
acquired from a significantly large group. 
It also helps bring together the answers to 
the research questions under study, and 
also acts as an efficient method to look into 
people’s opinions and attitudes, in specific 
regarding the issue under study. The ques-
tionnaire will include 37 measures in the 
context of four aspects mentioned earlier 
in the IS-Impact Measurement Model. The 
questionnaire will contain two sections. 
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One of the sections will look at demo-
graphic information, while the other will 
focus on the 37 measures, previously dis-
cussed, alongside other dependent varia-
bles that can help look at validity. A Likert 
scale has been used to help rank the 
participants’ responses. 

Table 1. Demographics of the students survey participants

Table 2. Impacts of the Blackboard on the students individuals

Qualifications Frequency Percent Valid Percent Cumulative Percent

High school 398 89.0 89.4 89.4
Bachelor degree 47 10.5 10.6 100.0

Total 447 100.0

5. Student questionnaire

Based on the tables containing the results 
of survey on: a) impacts of the Blackboard 
on the students individuals; b) Blackboard 
System information quality; c) Blackboard 
system quality; d) Students’ satisfaction on 
the use of the blackboard. 

5.1. Impacts of the Blackboard on the stu-
dents individuals
In this section we were able to asses on 
how the blackboard role on the individu-
al performance. The respondents were ex-
pected to reflect on how the black board 
has helped them to improve on the “abil-
ity to interpret information accurately, un-

derstand the information and work related 
activities in their university, the decision 
making effectiveness and the overall pro-
ductivity. The students answered the ques-
tions on a scale of 1-5 where 1 represents 
strongly disagree, 2- disagree, 3-Neutral, 
4- agree, 5- strongly agree.” 

N Items Strong 
disagree 

Disagree Neutral Agree Strongly 
agree 

F % f % f % F % f %
1 Blackboard impact on learning 10 2.2 32 7.2 78 17.4 237 53.0 90 20.1
2 Blackboard enhances awareness 

and job related information
8 1.8 36 8.1 74 16.6 246 55.0 83 18.6

3 Blackboard enhances effectiveness 
in the educational process.

11 2.5 46 10.3 92 20.6 217 48.5 81 18.1

4 Blackboard increases productivity 15 3.4 55 12.3 125 28.0 185 41.4 67 15.0

From the table 1, it is clear that from the 
398 high school students and 47 bachelor 
degree students; table 2 shows that around 
two percent said they strongly agreed that 
the Blackboard augmented their learning, 
while 7.2% disagreed. Around 17% of the 
sample was neutral. Around 53% of the 

sample said that the board helped them, 
while 20% strongly agreed that it aug-
mented their learning. The data showed 
that 73% of those queried were of the view 
that the blackboard augmented their learn-
ing, while 9.2% said that it did not; 17% 
stuck to neutrality. “ 9.1% of the students 
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say that Blackboard has not enhanced their 
awareness and recall of relative informa-
tion, 73% agree that the Blackboard has 
enhanced their awareness and recall of 
relative information while 16 % are neu-
tral on the same question.12% of the re-
spondents say that the blackboard has not 
enhanced their effectiveness in the edu-
cational process, 66% say that the black-
board has enhanced their effectiveness in 
their educational process while 20% of the 
students that responded remained neutral 
on this matter. On the last question on this 
section 15% of the students disagree that 
the Blackboard has increased their produc-

tivity 28% of the students neither agree 
nor disagree while a total of 56% of the 
students believe that the black board has 
increases their productivity.” 
The data can be generalized to the students 
in the university. The standard deviations 
that were recorded were not particularly 
large, while the chi-square was noted to be 
significant. Therefore we conclude that the 
Blackboard has helped the students’ abili-
ty to interpret information accurately and 
their overall productivity [30].

5.2. Blackboard system information 
quality

N Items Strong 
disagree 

Disagree Neutral Agree Strong
Agree 

F % f % f % F % f %
5 Information available from 

Blackboard is important
7 1.6 19 4.3 60 13.4 236 52.8 125 28.0

6 Blackboard provides output that 
seems to be exactly what is needed

14 3.1 52 11.6 112 25.1 191 42.7 78 17.4

7 Information needed from Blackboard is 
always available

9 2.0 66 14.8 102 22.8 205 45.9 65 14.5

8 Information from Blackboard is in 
a form that is readily usable

19 4.3 41 9.2 107 23.9 212 47.4 68 15.2

9 Information from Blackboard is easy 
to understand

20 4.5 46 10.3 110 24.6 219 49.0 52 11.6

10 Information from Blackboard appears 
readable, clear and well formatted

17 3.8 41 9.2 101 22.6 218 48.8 70 15.7

11 Though data from Blackboard may be 
accurate, outputs sometimes are not

13 2.9 97 21.7 175 39.1 140 31.3 22 4.9

12 Information from Blackboard 
is concise

14 3.1 48 10.7 130 29.1 231 51.7 24 5.4

13 Information from Blackboard is 
always timely

20 4.5 55 12.3 112 25.1 203 45.4 57 12.8

14 Information from Blackboard is 
unavailable elsewhere

12 2.7 45 10.1 211 47.2 145 32.4 34 7.6

Table 3. Blackboard Information Quality
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Table 4. Blackboard system quality

Under this category, the researcher is con-
cerned with the timeliness, relevant and 
the accuracy of the information generated 
by the blackboard. Therefore, as well seen 
in table 3, we seek the answers of the ten 
questions all wish are intended to give us 
the insight to this matter. 
The results show that 80% of the students 
were of the view that the information ac-
quired through the blackboard is of im-
portance. Around 5.3% thought it was not 
important, while 13% gave a neutral re-
sponse. Over 59% thought the output being 
produced by the blackboard was precisely 
what was required, while 14% negated this 
notion, and 25 remained neutral. 
Over 16% of the respondents reported that 

the system was not always timely, while 
57% responded the opposite. Around 25% 
of the sample responded with neutrality. 
From the sample, 12% believed that the 
data found in the system was available 
elsewhere, 39.6% thought that it was not 
available anywhere else, and 47% chose 
to remain neutral. Despite the large num-
ber of neutral responses, the results can be 
generalized to the entire school since the 
answers present only a small standard var-
iation, and the chi-square statistic was also 
within range. We can, therefore, conclude 
that the data is relevant, accurate and 
timely.

5.3. Blackboard system quality

N Items Strong 
disagree 

Disagree Neutral Agree Strong 
agree

f % f % f % f % f %
15 Data from Blackboard often needs 

correction
23 5.1 179 40.0 142 31.8 73 16.3 30 6.7

16 Data from Blackboard is current enough 26 5.8 135 30.2 113 25.3 155 34.7 18 4.0
17 Blackboard is missing key data 12 2.7 131 29.3 167 37.4 105 23.5 32 7.2
18 Blackboard is easy to use 15 3.4 49 11.0 89 19.9 210 47.0 84 18.8
19 Blackboard is easy to learn 12 2.7 38 8.5 81 18.1 236 52.8 80 17.9
20 It is often difficult to get access to informa-

tion that is in the Blackboard system
29 6.5 176 39.4 127 28.4 85 19.0 30 6.7

21 Blackboard meets university requirements 21 4.7 46 10.3 87 19.5 222 49.7 71 15.9
22 Blackboard includes necessary features and 

functions
8 1.8 24 5.4 76 17.0 256 57.3 83 18.6

23 Blackboard always does what it should 10 2.2 54 12.1 141 31.5 205 45.9 37 8.3
24 The Blackboard user interface can be easily 

adapted to one’s personal approach
13 2.9 59 13.2 154 34.5 181 40.5 40 8.9

25 The Blackboard system is always up-and-
running as necessary

44 9.8 126 28.2 83 18.6 150 33.6 44 9.8

26 The Blackboard system responds quickly 
enough

20 4.5 82 18.3 93 20.8 203 45.4 49 11.0
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N Items Strong 
disagree 

Disagree Neutral Agree Strong 
agree

f % f % f % f % f %
27 Blackboard requires only the minimum 

number of fields and screens to achieve a 
task

11 2.5 56 12.5 171 38.3 181 40.5 28 6.3

28 All data within Blackboard is fully 
integrated and consistent

12 2.7 48 10.7 148 33.1 208 46.5 31 6.9

29 Blackboard can be easily modified, 
corrected or improved.

13 2.9 60 13.4 193 43.2 152 34.0 29 6.5

From the data collected from the respond-
ents represented in table 4, it is clear that 
45% of the students believe that the Data 
from Blackboard often need not to be cor-
rected, while 22.7% of the students believe 
that the Data from Blackboard often needs 
to be corrected and 315 of the students re-
main neutral. This clearly indicates that 
most of the students are satisfied with the 
accuracy of the data from the blackboard. 
However, believe that Data from Black-
board is current not enough 35% and 38% 
believe that Data from Blackboard is cur-
rent enough. Note that these percentages 
are almost equal and therefore reflect that 
the blackboard needs to be improved in 
such aware that it includes more data. 
On the other hand a substantial number of 
students feel that the Blackboard is easy 
to use, easy to learn and it is not difficult 
to get access to information that is in the 
Blackboard system since from the table C, 
the data indicates that most of the students 

believe so as compared to the smaller num-
ber of the students with a contrary opinion. 
64% of the students believe that Black-
board meets university requirements while 
14% of the students believe that the Black-
board does not meets university require-
ments. Blackboard can be easily modified, 
corrected or improved since with the stand-
ard deviation of 0.873 and a chi-square sta-
tistic of 279.65 clearly indicate that 44%of 
the students believe that the blackboard 
has made it easy to correct and modify the 
data available from the blackboard. 
Therefore, we can conclude that the Black-
board system is a multifaceted system de-
signed to capture the system performance. 
The Blackboard system is considered to 
be of high quality, consistent and easy to 
maintain since the standard deviation of 
the answers of the questions is small while 
the chi-square statistic is significant [31].

5.4. Students’ satisfaction on the use of 
Blackboard system
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Table 5. Satisfaction on the use of Blackboard system

N Items Strong 
disagree 

Disagree Neutral Agree Strong 
agree

F % f % f % F % f %
30 Overall, the Blackboard System 

Quality is satisfactory
9 2.0 47 10.5 102 22.8 242 54.1 47 10.5

31 Overall, the Blackboard Information 
Quality is satisfactory

12 2.7 47 10.5 101 22.6 238 53.2 49 11.0

32 Blackboard is enjoyable to use 26 5.8 75 16.8 116 26.0 168 37.6 62 13.9
33 Overall, Blackboard is satisfactory 11 2.5 34 7.6 96 21.5 257 57.5 49 11.0
34 Overall, Blackboard system related 

knowledge has been managed 
satisfactorily.

33 7.4 57 12.8 107 23.9 215 48.1 35 7.8

OVERALL
35 The impact of Blackboard on the 

teaching has been positive.
13 2.9 40 8.9 78 17.4 220 49.2 96 21.5

36 The impact of Blackboard on me has 
been positive.

14 3.1 37 8.3 82 18.3 226 50.6 88 19.7

Under this category, the researcher is con-
cerned with the satisfaction level of the 
students on the use of the blackboard by 
evaluating the various consequences of the 
blackboard. Table 5 clearly demonstrates 
the following facts: For example, 64% of 
all students are satisfied with the Overall 
quality Blackboard System Quality while 
only 12% are not satisfied with the Overall 
quality Blackboard System Quality. 64 % 
of the students are satisfied with the overall 
quality of the information available from 
the Blackboard while 21% of the students 
are not satisfied with the overall quality of 
the information available from the Black-
board. 68% of the students believe that 
Blackboard is enjoyable to use. 56% of 

the students believe that the blackboard is 
satisfactory overall and finally 69% of the 
students believe that the overall system of 
the Blackboard system related to knowl-
edge has been manage satisfactorily. From 
the data it is clear that the blackboard sys-
tem is satisfactory.

6. Teachers questionnaire

The questions for teachers on the use of 
blackboard were grouped within the fol-
lowing categories for ease of understand-
ing: A) Impacts of the Blackboard on 
teachers’ individuals; B) Blackboard Sys-
tem Information Quality; C) Blackboard 
System Quality; D) Teachers Satisfaction 
on the use of Blackboard System.
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Qualifications Frequency Percent Valid Percent Cumulative Percent
Bachelor 1 1.9 1.9 1.9
 Master 28 53.8 53.8 55.8

PhD 23 44.2 44.2 100.0
Total 52 100.0 100.0

Table 6. Demographics of the survey participants

6.1. Impacts of the Blackboard on the 
teachers’ individuals
Here we assessed the impact of the black-
board on the individual performance. The 
respondents were expected to reflect on 
how the black board has helped them to 
improve on the ability to interpret informa-
tion accurately, understand the information 

N Items Strong 
agree

Agree Neutral Disagree Strong 
disagree

f % f % f % f % f %
1 Blackboard impact on learning 19 35.8 26 49.1 8 15.1 0 0 0 0
2 Blackboard enhances awareness 

and job related information
13 24.5 27 50.9 12 22.6 0 0 1 1.9

3 Blackboard enhances effectiveness 
in the educational process.

20 37.7 28 52.8 3 5.7 2 3.8 0 0

4 Blackboard increases 
productivity

20 37.7 25 47.2 7 13.2 1 1.9 0 0

and work related activities at their univer-
sity, the decision-making effectiveness 
and the overall productivity. The teachers 
answered the questions on a scale of 1-5 
where 1 represents strongly disagree, 2- 
disagree, 3-Neutral, 4- agree, 5- strongly 
agree. 

Table 7. Impacts of the Blackboard on the teacher individuals

As represented in table 6, researcher sur-
veyed 52 higher education faculties teach-
ing different higher education levels. 
While table 7 demonstrates survey results 
as follows:
Whether the blackboard helped “teach-
ers learn much, 0% responded that they 
strongly disagree that the use of the black-
board has helped them to learn much, as 
well 0% disagreed on the same, while 
15.1% remained neutral. On the other 
hand, 49.1% of the respondents agreed that 
the presence of the black board has helped 

them to learn much and 35.8% of the re-
spondents strongly agree that the presence 
of the blackboard has helped them to learn 
much. It is evident from the data collect-
ed that 84.9% of the respondents say that 
the presence of the blackboard has helped 
them to learn much, 0% say that the pres-
ence of the blackboard has not helped them 
to learn much while 15.1% remain neutral 
on the same.” 
Regarding enhancement of the teachers 
cognizance and memory of job informa-
tion, 1.9% of the teachers say that Black-
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Table 7. Impacts of the Blackboard on the teacher individuals

board did not augment either, 75.4% re-
ported that it did, and 22.6% remained 
neutral. But what concerns the role of 
Blackboard on effectiveness in the edu-
cational process we can see that 3.8% of 
the respondents were of the view that it did 
not augment their efficiency in terms of the 
educational process, 90.5% say that it did, 
while 5.7% remained neutral. For the last 
question, on whether the Blackboard has 
increased their productivity, 1.9% disagree 
that it increased their productivity, 13.3% 
remained neutral, while a total of 84.8% of 

the teachers believe that their productivity 
saw a rise because of it. 
The data can be generalized since teach-
ers both in higher education degree levels 
since the standard deviations are insignifi-
cant, whereas chi-square statistic are sub-
stantial. Therefore, we conclude that the 
Blackboard has helped the teachers’ abil-
ity to interpret information accurately, and 
their overall productivity.

6.2. Blackboard system information 
quality

N Items Strong 
agree 

Agree Neutral Disagree Strong 
disagree 

f % f % f % f % f %
5 Information available from 

Blackboard is important
16 30.2 32 60.4 5 9.4 0 0 0 0

6 Blackboard provides output that 
seems to be exactly what is needed

9 17.0 29 54.7 13 24.5 2 3.8 0 0

7 Information needed from Blackboard 
is always available

10 18.9 26 49.1 14 26.4 2 3.8 1 1.9

8 Information from Blackboard is in a 
form that is readily usable

9 17.0 27 50.9 15 28.3 1 1.9 1 1.9

9 Information from Blackboard is easy 
to understand

14 26.4 26 49.1 10 18.9 3 5.7 0 0

10 Information from Blackboard appears 
readable, clear and well formatted

16 30.2 25 47.2 10 18.9 1 1.9 1 1

11 Though data from Blackboard may be 
accurate, outputs sometimes are not

4 7.5 4 7.5 21 39.6 5 9.4 0 0

12 Information from Blackboard is 
concise

5 9.4 36 67.9 10 18.9 2 3.8 0 0

13 Information from Blackboard is 
always timely

27 27 27 50.9 10 18.9 4 7.5 0 0

14 Information from Blackboard is 
unavailable elsewhere

5 9.4 14 14 19 35.8 15 28.3 0 0

Under this category, Table 8 demonstrate 
the survey results of the researcher’s con-
cern with the timeliness, relevant “and the 

accuracy of the information generated by 
the blackboard. Therefore, we seek the an-
swers for the ten questions all wish are in-
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tended to give us the insight to this matter. 
90.6% of the teachers believe that the in-
formation available from the blackboard is 
important, 0% of the teachers believe that 
the information available from the black-
board in not important while 9.4% are neu-
tral. 71.7% of the respondents believe that 
the Blackboard provides output that seems 
to be exactly what is needed while 3.8% 
of the respondents believe that the Black-
board provides output that does not seem 
to be exactly what is needed while 24.5 re-
main neutral. 7.5% of the teachers believe 
that the Information from Blackboard not 
always timely, while 77.9% of the students 
believe that the Information from Black-
board always timely, while 18.9% of the 
students are neutral on the same.”

Around 28.3% believed that the informa-
tion can be found elsewhere, 23.4% be-
lieved otherwise, while 35.8 % were neu-
tral. Although in this case, the teachers 
that felt that they should remain neutral 
presented in much larger numbers. The 
outcome of our study can be generalized to 
the population of teachers in universities 
at different educational levels, given that 
all the responses that we have gathered 
only showed a small standard variation. 
This shows that the standard error will be 
insignificant and the chi-square statistic is 
within range. Hence, we can conclude that 
the blackboard’s information is accurate, 
timely and relevant. 

6.3. Blackboard system quality

N Items Strong 
agree 

Agree Neutral Disagree Strong 
disagree 

f % f % f % f % f %
15 Data from Blackboard often 

needs correction
3 3 15 28.3 17 32.1 17 32.1 1 1.9

16 Data from Blackboard is 
current enough

7 13.2 29 54.7 11 20.8 5 9.4 1 1.9

17 Blackboard is missing key 
data

2 3.8 8 15.1 27 50.9 16 30.2 0 0

18 Blackboard is easy to use 19 35.8 26 49.1 6 11.3 2 3.8 0 0
19 Blackboard is easy to learn 22 41.5 29 54.7 1 1.9 0 0 1 1.9
20 It is often hard to acquire 

access to information within 
the system

2 3.8 11 20.8 17 32.1 22 41.5 1 1.9

21 Blackboard meets university 
requirements

11 20.8 30 56.6 10 18.9 1 1.9 1 1.9

22 Blackboard includes necessary 
features and functions

11 20.8 31 58.5 8 15.1 3 5.7 0 0

23 Blackboard always does what 
it should

6 11.3 27 50.9 14 26.4 5 9.4 1 1.9

Table 9. Blackboard system quality
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N Items Strong 
agree 

Agree Neutral Disagree Strong 
disagree 

f % f % f % f % f %
24 The Blackboard user interface 

can be easily adapted to one’s 
personal approach

8 15.1 24 45.3 15 28.3 6 11.3 0 0

25 The Blackboard system is 
always up-and-running 
as necessary

5 9.4 28 52.8 12 22.6 7 13.2 1 1.9

26 The Blackboard system 
responds quickly enough

8 15.1 27 50.9 9 17.0 9 17.0 0 0

27 Blackboard requires only the 
minimum number of fields and 
screens to achieve a task

4 7.5 31 58.5 15 28.3 3 5.7 0 0

28 All data within Blackboard is 
fully intertwined and reliable

6 11.3 26 49.1 16 30.2 5 9.4 0 0

29 Blackboard can be easily al-
tered, fixed or augmented.

2 3.8 8 15.1 27 50.9 16 30.2 0 0

From table 9 containing the data collected 
from the respondents, it is clear that 34% 
of the teachers believe that the Data from 
Blackboard often need not to be corrected, 
while 31.3% of the teachers believe that 
the Data from Blackboard often needs to be 
corrected and 32.1 of the teachers remain 
neutral. Note that these percentages are 
almost equal and therefore reflect that the 
accuracy of the data from the blackboard 
needs to be improved. However, believe 
that Data from Blackboard is current not 
enough 1.3% and 67.9% believe that Data 
from Blackboard is current enough. This 
clearly indicates that most of the teachers 
are satisfied with the blackboard currency. 
On the other hand a substantial number of 
teachers feel that the Blackboard is offer 
ease of use and learning, and does not pose 
difficulty when it comes to accessing data 
and information within the system, since 
results indicate that most of the teachers 

believe so as compared to the smaller num-
ber of the teachers with a contrary opinion. 
77.4% of the teachers believe that Black-
board meets university requirements 
while 3.8% of the teachers believe that the 
Blackboard does not meets university re-
quirements. Blackboard can be corrected, 
altered, or augmented with easy given that 
the standard deviation of 0.911 and a chi-
square statistic of 41.62 clearly indicate 
that 18.9% of the teachers believe that the 
blackboard has made it easy to correct and 
modify the data available from the black-
board. 

6.4. Teachers’ satisfaction on the use of 
Blackboard system.
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N Items Strong 
agree 

Agree Neutral Disa-
gree

Strong 
disagree 

f % f % f % f % f %
30 Overall, the Blackboard System 

Quality is satisfactory
7 13.2 33 62.3 12 22.6 1 1.9 0 0

31 Overall, the Blackboard Information 
Quality is satisfactory

9 17.0 35 66.0 7 13.2 1 1.9 1 1.9

32 Blackboard is enjoyable to use 14 26.4 29 54.7 7 13.2 3 5.7 0 0
33 Overall, Blackboard is satisfactory 10 18.9 34 64.2 8 15.1 1 1.9 0 0
34 Overall, Blackboard system related 

knowledge has been managed 
satisfactorily.

8 15.1 35 66.0 8 15.1 2 3.8 0 0

OVERALL
35 ….the impact of Blackboard on the 

teaching has been positive.
14 26.4 32 60.4 6 11.3 1 1.9 0 0

36 ….the impact of Blackboard on me has 
been positive.

19 35.8 29 54.7 5 9.4 0 0 0 0

Table 10. Satisfaction on the use of Blackboard system

Under this category, table 10 shows the 
survey’s results of researcher’s concern 
with the satisfaction level of the teachers 
on the use of the blackboard by evaluat-
ing the various consequences of the black-
board. For example, 75.5% of all surveyed 
reported that they found the overall quality 
of the blackboard system to be satisfacto-
ry, while only 1.9% reported the opposite. 
Around 84 % of the students reported they 
were satisfied with the overall information 
quality, while 3.8% reported the opposite. 
81.1% of the teachers believe that Black-
board is enjoyable to use. 83.1% of the 
teachers believe that the blackboard is sat-
isfactory overall and finally 81.1% of the 
teachers believe that the overall system of 
the Blackboard system related to knowl-
edge has been manage satisfactorily. From 
the data, it is clear that the blackboard sys-
tem is satisfactory.

7. Conclusion

This paper outlined and discussed the re-
sults of an evaluation for the impact of 
Blackboard system adopted in SEU in 
order to improve the quality of existing 
learning environment and other similar 
context. Importantly, results supported a 
number of findings reported in the related 
literatures. The paper indicates that impact 
of Blackboard system positively affects 
the teaching and learning process for both 
students and teachers. 
The analysis of the results points out that 
the Blackboard has equally helped the 
students and teachers’ ability to interpret 
information accurately and their overall 
productivity; the information produced by 
the Blackboard is timely, accurate and rel-
evant; and from the data, it is clear that the 
blackboard system is satisfactory. Further, 
it can be noted that the Blackboard system 
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is a multifaceted system developed so that 
the performance of the system can be cap-
tured. In addition, it is considered to be of 
high quality, consistent and easy to main-
tain since the standard deviation of the an-
swers of the questions is small while the 
chi-square statistic is significant.
While this research has evaluated the use 
of Blackboard system in SEU, further re-
search is recommended to evaluate the im-
plementation of Blackboard in other uni-
versities so that results can be compared 
and generalized. 
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